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Abstract. Internet of Things (IoT) brings major security challenges
that have prominent social impact. Sensors diversity as well huge amount
of generated data represent a big concern for handling security issues.
Therefore, companies and organizations are exposed to increasingly ag-
gressive attacks such as ransomware, denial of service (DoS), and dis-
tributed denial of service (DDoS). Although IoT devices bring a substan-
tial socio-economic benefits, attacks can create drastically social prob-
lems within organizations like hospitals. According to healthcare-based
IoT environment, attacks can impact real-time patient data monitor-
ing/collection and consequently effect decision making with respect to
critical healthcare IoT devices such as blood pressure, blood sugar levels,
oxygen, weight, and even ECGs, etc. In this paper, we propose Deep-
DDoS, a stable framework that considers deep learning techniques to
detect and mitigate, in real time, DoS/DDoS attacks within healthcare-
based IoT environment. By leveraging the public available CICDDo0S2019
dataset, we show that DeepDDoS outperforms previous studies and achieves
a prediction model equals to 98.8%. In addition, DeepDDoS architecture
gives an enhanced processing delay.
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1 Introduction

ToT networks are promising technologies where users, processes, data, and things
are connected together via different kind of networks. For instance, medical IoT
promotes real-time monitoring in order to enhance patient care. Therefore, re-
mote advanced diagnostics can be done through telemedicine. A Healthcare-
based IoT (or medical IoT) describes IoT networks and other technology gains
used to monitor patient’s physiological status.

Nevertheless, IoT devices are heterogeneous, and thus, they are more vulner-
able to networks attacks [1] [2] [3] [4] [5]. It is worth noting that IoT networks
suffer from several security issues with disastrous consequences. Health sector
acts as the most targeted sector for cyber-attacks [1]. No doubt, healthcare-
based IoT network devices such as blood pressure, blood sugar levels, oxygen,
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weight, and even ECGs, etc. need robust security mechanisms that solely enable
designated and authorized people to access to resources.

In 2018, Cisco estimated that the total number of DDoS attacks will double
from 7.9 million to 15.4 million by 2023 [6]. According to an increasingly ag-
gressive DDoS attacks, Senegal government developed cybersecurity strategies
called “Digital Senegal 2025” (SN2025) [7]. The main objectives of SN2025 (“dig-
ital trust”) are to guarantee necessary frameworks, tools, knowledge, resources
and capacities in order to eliminate existing vulnerabilities within Senegalese
information systems.

According to Healthcare-based IoT network, DoS/DDoS attacks target servers
availability. As consequence, servers can be unreachable for a few hours to several
days. Indeed, Senegalese government plans to leverage Healthcare-based IoT net-
work in order to enhance the management of diseases such as hypertension and
diabetes. For instance, 13.3% of adults are hypertensive and 41.6% do not know
their status. Furthermore, blood sugar level is ignored by 84.7% of Senegalese
population [7].

Indeed, understanding attacks types that are occurring are mandatory in
order to mitigate their impact. To detect DoS/DDoS attacks types, machine
learning or artificial intelligence based detection approaches have been proposed
[2] [3] [4] [5]- It should be noted that machine learning techniques present several
limitations [3]. In contrast, Deep Learning (DL) techniques obtain good results
in many different research fields.

The paper propose three main contributions. Firstly, we provide a DL-based
DoS/DDoS intrusion detection techniques suitable for healthcare IoT network
that leverages Long Short Term Memory (LSTM) and Convolutional Neural
Network (CNN). Secondly, we describe a dataset preprocessing mechanism that
tackles the problem of socket data and missing value by avoiding overfitting.
Finally, we implemented and evaluated our DeepDDoS proposed solution ac-
cording to released CICDDo0S2019 dataset and edge computing scenarios within
real-time scale.

The remainder of this paper is organized as follows. Section 2 illustrates liter-
ature review. Section 3 describes our DeepDDoS processing architecture whereas
Section 4 evaluates DeepDDoS performance by leveraging public CICDD0S2019
dataset. Section 5 concludes and outlines our future work.

2 Related work

In this section, we briefly discuss most recent DL mechanisms that have been
used for DDoS detection attacks. In fact, [8] propose a feature extraction algo-
rithm for maximizing CNN sensitivity to detect DDoS attacks. The obtained
results show that DDoS attacks are recognized with an accuracy of 87.35%.
However, none real-time detection system performance is proposed.

The authors of [2] propose DeepDefense, a deep learning based DDoS at-
tack detection approach. Compared to ML algorithms, DeepDefense gives bet-
ter performance and reduces error rate by at least 39.69%. However, the used
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dataset lacks most recent attacks patterns as well as diversity. Elsayed et al.
[3] propose DDoSNet, an intrusion detection system (IDS) against DDoS at-
tacks. It combines DL techniques and RNN with an autoencoder. Similarly to
[2] any implementation is proposed. Moreover, models in [3] is compared with
no equivalent learning algorithms like ML, despite the limitation ML techniques
as representation models [2]. Furthermore, in [4] use various ML algorithms to
identify potential malicious connections.

A CNN+LSTM [5] model is implemented and trained to detect newly DoS
and DDoS attacks types. The CNN+LSTM model outperforms [4] as well as
other studied DL models (1d— CNN, MLP, LSTM) with an accuracy of 97.16%.
However, any online test and mitigation system is proposed.

In contrast to previous works [5] [4], our DeepDDoS prediction model gives
less processing delay and matches existing state of-the-art detection accuracy
whilst ascertaining the healthcare-based IoT network security to save lives. In
addition, DeepDDoS demonstrates consistent detection results across a range of
newly sub-datasets and confirm the stability of proposed solution. To the best
of our knowledge, DeepDDoS is the first attempt that leverages public available
CICDDo0S2019 dataset in order to detect real-time DDoS attack within SDN-
based environments.

3 DeepDDoS proposed model

According to Healthcare-based IoT network, devices can be targeted by DoS/DDoS
attacks in two different ways: Standard and Reflection. A large definition of these
attacks is given in [9]. Since IoT servers are intended for very specific tasks [10],
this paper focus on the second way of attack like Reflection one.

3.1 DeepDDoS architecture

Fig. 1 illustrates our proposed DeepDDoS framework architecture. After data
processing, training and evaluation phases, the model is saved and scaled to
deal with a resources-constrained device such as IoT gateway. A prediction is
made based on real-time captured network traffic. Note that this online traffic
can be converted to mimic the form of input that is compatible with training
traffic traces. According to the prediction output (“Data Labeling” in Fig. 1),
the traffic source device is either allowed to access server resources (potentially
safe) or denied (header of the packet is sent through PACKET _IN message to
the controller). Since the attacker can perform attacks through a different 1P
within the same subnet, rather than restricting the access of a single IP, we
define blocking rules according to the entire subnet.

3.2 Model training and identification approach

The DeepDDoS prediction model has the first 1d-CNN layer with ReLU [11]
activation function, which is followed by Long Short Term Memory (LSTM)
layer with respect to Adam activation function.
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Fig. 1. DeepDDoS architecture for defining security rules on SDN controller

Since 1d-CNN accepts input shape of data in the 3D form as (batch, steps,
channels), we use reshape function in NumPy to convert data in the following way
{data.shape(0), data.shape(1), 1}. Used dataset has 12 training sub-datasets.
Both target variable (“Label”) and no socket data are encoded using sklearn
LabelEncoder class. The socket categorical attributes are revoked because socket
information can cause overfitting. In addition, traffic attributes such as the source
and destination IP addresses can be usurped [12]. The missing values are imputed
using the statistics mean (strategy). The input shape is fedded as {83, 1}. The
LSTM output from the dropout layer is connected to a fully connected layer
which provides input to a dense layer with sigmoid function to classify attack
and normal data. A dropout layer with rate 0.2 is adopted to avoid the over
fitting. A batch normalisation [13] is used to accelerate the training process.

Once the model is trained, it can be used to identify potential vulnerable
hosts. We save then download our training model using model.save(). A set of
tools, joblib is used to dump (joblib.dump()) the associated data transformer.
The model is loaded in a flask-script custom code at the gateway to perform
prediction. This application code, with high prediction ability, aims to predict
then forward any suspicious traffic through the control layer. Fig. 2 shows the
overall DeepDDoS communication mechanism.

If a legitimate device located at, for instance at subnet 3, is attacked, gener-
ated traffic from this device would be predicted at edge as suspicious data ((1) in
Fig. 2). The controller then defines the security rules (2) that aims to block the
entire subnet within the same subnet IP range. Otherwise, the associated host
is enabled to access to server resources (4). Since IoT devices are “predictable”
thanks to generated traffic [10], any variation in its traffic can be important to
take into account. Thus, we would rather get some attacked traffic labeled as
attacked over leaving attacked traffic labeled not attacked.
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Fig. 2. A DoS/DDoS attack mitigation communication system

4 DeepDDoS performance evaluation

The performance of DeepDDoS prediction model is evaluated by considering
standard well-known metrics such as Accuracy, Precision and Recall. The eval-
uation based on experimental results is done in two steps: determine proposed
model efficiency in term of performance metrics and the ability to the predictor
to process arrived traffic in real-time fashion.

The latest DDoS attack public CICDD0S2019 dataset [14] is considered for
our extensive performance tests. The CICDDo0S2019 dataset is formed by 12
DDoS attacks types categorized into 2 classes [15]. We evaluated our model by
considering 10 time series. The mean performance value according to different
series is selected.

Model efficiency - We measured the performance of DeepDDoS prediction
model by classifying unseen traffic flows as benign or malicious (DDoS). Obtained
results are compared to the hybrid CNN+LSTM model [5].

The first experiment was conducted on CICDD0S2019 sub-datasets. Fig. 3
shows that DeepDDoS prediction model outperforms CNN+LSTM proposal [5]
with respect to different sub-datasets taken individually. It gives highest accuracy
values between 96% (i.e. LDAP traces) to 99%. The WebDDoS traces gives the
lowest accuracy value among all, near 49% (Fig. 3). Indeed, the positive class of
this data is naturally be harder to detect due to the smaller number of captured
samples. In fact, more WebDDoS samples are needed.

When existing sub-datasets are gathered, Table 1 gives the ability of Deep-
DDoS to obtain higher overall performance compared to CNN+LSTM [5]. This
efficiency performance comes as an advantage of using both batch normalisation
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Fig. 3. Performance comparison between DeepDDoS and CNN+LSTM

and dropout layers in our model. Indeed, when training Deep Neural Networks,
the distribution of each layer’s inputs changes and makes it hard to train models
with saturating nonlinearities.

Based on Table 1, one can see that DeepDDoS prediction model outperforms
CNN+LSTM [5] approaches according to accuracy metric. Also, we observe that
the performance accuracy of the well-known DL-based CNN+LSTM is corre-
lated with dataset size. Indeed, the accuracy increases with the size of the dataset
and it is proportional with the training time. We expect that if CICDD0S2019
raw dataset was collected within an interval of 24 hours instead of 7 hours,
DeepDDoS will be able to achieve an accuracy upper than 98.8%. Neverthe-
less, DeepDDoS obtained precision value outperforms the hybrid CNN+LSTM
model [5] roughly 1.59%. However, DeepDDoS model struggles to adapts itself
from new types of attacks that have not been already classified.

Processing time - To gauge DeepDDoS online prediction delay, we provide an
indication about the required time needed to classify several number of flows.
Based on testing day traces, we randomly collected traffic flows for each appli-
cation and with different sizes from 100 to 150000. This data collection process
exhibits the model stability with consistent detection results across a range of
sub-datasets.
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Table 1. Overall accuracy comparison when merging sub-datasets

Overall Accuracy (%)
Datasets Unique Merged
Models  |DeepDDoS|CNN+LSTM|DeepDDoS|CNN-+LSTM
Performance| 98.25 97.16 98.8 97.23
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Fig. 4. Required time to classify at a glance different traffic flow requests

Fig. 4 depicts the impact of requests number with respect to prediction delay.
Let tp and tq to be the transmission time with and without predictor, respec-
tively. The prediction time py is given by Equation 1.

Py =tp —tq (1)

Fig. 4 illustrates that the flow processing are in correlation with respect to the
number of requests. Nevertheless, whatever the number of collected requests, it
can be predicted within a reasonable delay. For instance, within an interval of
10.989ms, 150000 requests are classified. The obtained time frame fits perfectly
with ToT network scale transmission time.

5 Conclusion

We designed and evaluated DeepDDoS which an intrusion detection system that
mitigates DoS/DDoS attacks within software defined healthcare IoT networks.
DeepDDoS uses historical data in order to train an hybrid DL models. After-
wards, the obtained model is used to identify potential vulnerable IoT devices
based on real-time generated traffic features. Furthermore, DeepDDoS embeds
a SDN controller which defines security rules that aim to enable or block traffic
as per the prediction output of the DL model.
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DeepDDoS is evaluated using a newly comprehensive variety of DDoS attacks
provided by CICDDo0S2019 dataset. DeepDDoS prediction model outperforms
the hybrid CNN+LSTM model [5] with an overall accuracy of 98, 8%. In contrast
to previous studies, DeepDDoS provides a DDoS mitigation model that is able
to classify up to classify 150000 requests within a interval time of 10.989ms.

As future work, we plan to simulate more WebDDoS attacks and other at-
tacks types that can be seen according to current Internet traffic. As consequence,
we will be able to address a large variety of attacks.
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