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ABSTRACT

Geographic location and Grid computing are two areas that
have taken off in recent years, both receiving a lot of atten-
tion from research community. The Grid Resource Brokers,
which tries to find the best match between the job require-
ments and the resources available on the Grid, can take ben-
efits by knowing the geographic location of clients, for a con-
siderable improvement of their decision-taking functions. A
measurement-based geolocation service estimates host loca-
tions from delay measurements taken from landmarks, which
are hosts with a known geographic location, toward the host
to be located. Nevertheless, active measurement can burden
the network. Relying on database-driven geolocation and
active measurements, we propose GeoHybrid. GeoHybrid
estimates the geographic location of Internet hosts with low
overhead as well better accuracy with respect to geolocation
databases. Afterwards, we propose a geolocation middle-
ware for grid computing. By defining the architecture and the
methods of this service, we show that a promising symbiosis
may be envisaged by the use of the proposed middleware ser-
vice for grid computing.

Index Terms— Geolocation, Measurement, Grid perfor-
mance optimization, Resource Broker

1. INTRODUCTION

Geographically locating an Internet host from its IP address
enables a diversified and interesting new class of location-
aware application. Nowadays a lot of services depend on the
geographic location of Internet hosts. Examples of such ap-
plications comprise targeted advertising on web pages, dis-
playing local events and regional weather, automatic selec-
tion of a language to first display the content of web pages,
restricted content delivery following regional policies,and
authorization of transactions only when performed from pre-
established locations.

Multimedia delivery systems, such as Content Distribution
Networks (CDNs) that offers a world wide service but has
limited servers, can also benefit from knowing the location
of their clients [1]. For example, benefits include the indica-
tion of nearby servers to clients or the location-based adap-
tation of the multimedia content. In other words, the nearest
geographically located server, which in most cases is likely
to have the lowest latency and/or highest bandwidth path.

Active measurement-based IP geolocation techniques have
been proposed [2–6], and these may achieve desirable prop-
erties, such as accuracy, and robustness. These techniques
use a set of reference hosts, called landmarks, to estimate the
location of other hosts. However, these properties come at
the expense of scalability, high overhead and very high re-
sponse time ranging from tens of seconds to several minutes
to localize a unique IP address. This is several order of mag-
nitude slower that what is achievable with database-driven
geolocation, representing the passive approach.

Database-driven geolocation usually consists of a database-
engine (e.g., SQL/MySQL) containing records for a range
of IP addresses, which are calledblocksor prefixes. Geolo-
cation prefixes may span non-CIDR subsets of the address
space, and may even span only a couple of IP addresses.
Examples of geolocation databases areGeoURL [7], the
Net World Mapproject [8], and free [9–11] or commer-
cial tools [12–16]. When coupled with a script embedded
in a website and upon a client access to the website being
detected, a request can be sent instantly to the database.
This request can be to check if the IP address has an exact or
longest prefix match (LPM) with a corresponding geographic
location and coordinate. Since there is no actual measure-
ment involved but merely a simple lookup, the request can
be served in a matter of milliseconds. The expected time for
which a website should be fully loaded, without causing any
nuisance, is in general within one second.

Nevertheless, exhaustive tabulation is difficult to manageand
to keep updated, and the accuracy of the locations is unclear.
In practice however, most location-aware applications seem
to get a sufficiently good geographic resolution for their pur-
poses. Siwpersad et al. in [17] have shown that the geo-
graphic resolution of databases is far coarser than the res-
olution provided by active measurements, typically several
times coarser than the confidence given by active measure-
ments. As most geolocation databases do not give confidence
in the accuracy of their location records, they are likely not to
be trustworthy sources of geolocation information if precise
IP address-level locations are required. Also, the geographic
dispersion between results from several databases can span
an entire region.

It became clear that solely relying on databases leads to in-
correct results or results that have a high geographic dis-
persion. Furthermore, measurement-based geolocation can
burden the network with extra traffic and can therefore trig-
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ger intrusion detection systems. We aim at mitigating the
number of measurements generated in the network. To over-
come theses limitations, we propose an hybrid geolocation
service calledGeoHybrid. Firstly, the technique GeoHy-
brid uses a database to find the geographic location of the IP
block which hosts the IP of the target. Secondly, in order to
improve the provided localization, GeoHybrid selects either
few landmarks located at the vicinity of the geographic lo-
cation of the IP block (heuristic choice) or randomly selects
few landmarks. Afterwards, we localize target hosts with
lower number landmarks compared to [2], and thus, mitigate
the impact of measurements. Note that, the measurement
tasks are done with the Constraint-Based Geolocation (CBG)
technique. Furthermore, we improve the accuracy of geolo-
cation databases. Afterwards, we compare both approaches
(i.e. heuristic choice and random choice). The obtained re-
sults show that the heuristic choice outperforms the random
choice.

The geographical distributed computing architectures - the
so-called Grid - appear as new trend in supercomputing and
distributed computing [18]. The users that perform opera-
tions such as submit jobs, control their execution and re-
trieve their output, demand resources allocation simultane-
ously. The quality of this service depends directly on the net-
work condition, and the computation capacity of each cluster.
Therefore, geolocation tools may contribute in supportinga
highly dynamic environment where operational conditions
are constantly changing. In fact, job execution may require
one or more files and produces output data, thus, given the
distribute nature of the databases, the input/output process
can produce considerable data traffic across the Grid. Fur-
thermore, if the same amount of resources are available ev-
erywhere, GeoHybrid can permit to theWorkload Manage-
ment System(WMS) to delegate jobs to the closest cluster.
Note that, the WMS has the responsibility of managing the
Grid resources. Furthermore, we can do a geographic map-
ping of different resources available on the Grid, and thus
allow users the possibility to send their jobs following geo-
graphic constraints.

This paper is organized as follows. Section 2 reviews the
related work on this field. Section 3 describes the CBG ap-
proach to estimate the geographic location of a given target
host. In Section 4, we introduce our hybrid geolocation ser-
vice and points out the contributions of GeoHybrid in con-
trast to previous approaches. Following that, we present re-
sults for datasets in Section 6. We illustrate the use of ge-
olocation in case of Grid computing in Section 7. Finally,
we conclude and present some research perspectives in Sec-
tion 8.

2. RELATED WORK

A DNS-based approach to provide a geographic location ser-
vice of Internet hosts is proposed in RFC 1876 [19]. This
proposition, however, is not widely adopted since it requires
changes in DNS structure and administrators have no moti-
vation to register new location records. Tools such as [20,21]

query Whois databases in order to obtain the location infor-
mation recorded therein to estimate the geographic location
of a host. This information, however, may be inaccurate
or stale. Moreover, if a large and geographically dispersed
block of IP addresses is allocated to a single entity, the Whois
databases may contain just a single entry for the entire block.

There are also some geolocation services based on an ex-
haustive tabulation between IP addresses ranges and their lo-
cations. This is the case of some projects [7, 8] or commer-
cial services [12,15,16]. Exhaustive tabulation is difficult to
manage and to keep updated and unreliable, since the accu-
racy is hard to determine and it also relies on how truthfully
a user has submitted his personal information. Furthermore,
the results are usually coarse grained and not suited for ap-
plications where accuracy is required. The authors of [22]
quantify the extent to which locating all IP addresses within
a block leads to an inaccurate geolocation of Internet hosts.
With active measurements, they show that the geographic
span of block of IP addresses make their location difficult
to choose. Therefore, using a unique location for a block of
IP addresses as an estimate of the location of its IP addresses
leads to significant localization errors, whatever the choice
made for the location of the block.

Different techniques [3] estimate the geographic locationof
an Internet host from DNS names, from clustering the IP
address space with BGP prefix information, or from delay
measurements. An example of a discrete measurement is
the GeoPing [3] approach where the location is based on
the nearest landmark, thus having a discrete space of an-
swers. In contrast, the Constraint-Based Geolocation (CBG)
[2], where landmarks are used as well, the estimation is based
on multilateration providing a continuous space of locations.
The authors of [23] present a topology-based geolocation
method. They extend multilateration techniques with topol-
ogy information. In fact, they use traceroute from landmarks
to map topology.

Nevertheless, measurement-based approaches burden the
network with extra traffic and can therefore trigger intrusion
detection systems (IDS). If an IDS is alarmed, it might block
future access at some points in the route, which evidently
will lead to incorrect measurements as well.

3. BACKGROUND ON CBG APPROACH

In this section, we present a brief background on how CBG
provides geolocation estimation for target hosts based on de-
lay measurements.

3.1. Multilateration with geographic distance constraints

The physical position of a given point can be estimated using
a sufficient number of distances or angle measurements to
some fixed points whose positions are known. When dealing
with distances, this process is called multilateration.

Consider a setL = {L1, L2, . . . , LK} of K landmarks.
Landmarks are reference hosts with a well-known geo-
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graphic location. For the location of Internet hosts using
multilateration, CBG [2] tackles the problem of estimating
the geographic distance from these landmarks towards the
target host to be located, given the delay measurements from
the landmarks. From a measurement viewpoint, the end-to-
end delay over a fixed path can be split into two components:
a deterministic (or fixed) delay and a stochastic delay [24].
The deterministic delay is composed by the minimum pro-
cessing time at each router, the transmission delay, and the
propagation delay. This deterministic delay is fixed for any
given path. The stochastic delay comprises the queuing de-
lay at the intermediate routers and the variable processing
time at each router that exceeds the minimum processing
time. Besides the stochastic delay, the conversion from de-
lay measurements to geographic distance is also distorted
by other sources as well, such as circuitous routing and the
presence of redundant data. Anyway, it should be noted that
no matter the source of distortion, this delay distortion is
always additive with respect to the minimum delay of an
idealized direct great-circle path.
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Fig. 1. Multilateration with geographic distance constraints.

Figure 1 illustrates the multilateration in CBG using the set
of landmarksL= {L1, L2, L3} in the presence of some addi-
tive distance distortion due to imperfect measurements. Each
landmarkLi intends to evaluate its geographic distance con-
straint to a target hostτ with unknown geographic location.
Nevertheless, the inferred geographic distance constraint is
actually given bŷgiτ = giτ + γiτ , i.e. the real geographic
distancegiτ plus an additive geographic distance distortion
represented byγiτ . This purely additive distance distortion
γiτ results from the possible presence of some additive de-
lay distortion. As a consequence of having additive distance
distortion, the location estimation of the target hostτ should
lie somewhere within the gray area (cf. Figure 1) that cor-
responds to the intersection of the overestimated geographic
distance constraints from the landmarks to the target host.

3.2. From delay measurements to distance constraints

Previous work [3, 25] has investigated the correlation be-
tween geographic distance and network delay. Figure 2 pro-
vides an example of the relation between the distance and the

delay for one of the landmarks we used in our measurements
towards the remaining landmarks of our dataset (further de-
tails on the experimental data used are found in Section 6).
The bestlineshown in Figure 2 for a given landmarkLi is
defined as the line that is closest to, but below all data points
(x, y), wherex expresses the actual great-circle geographic
distance between this given landmark and all the other land-
marks in the set, whiley represents the measured RTT be-
tween the same pairs. The equation of the bestline is defined
as

y = mix + bi. (1)
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Fig. 2. Sample scatter plot of geographic distance and net-
work delay.

It should be noted that each landmark finds its slopemi and
its positive interceptbi based only on delay measurements
between the available landmarks. For further details about
the computation ofbi andmi, we refer the reader to [2]. The
presence of a positive interceptbi in the bestline reflects the
presence of some localized delay. Each landmark uses its
own bestline to convert the delay measurement towards the
target host into a geographic distance constraint. A delay
measurement from the considered landmark of Figure 2 to-
wards a particular target hostτ is transformed into a distance
constraint by projecting the measured delay on the distance
axis using the computed bestline of this landmark. For exam-
ple, if the measured delay is 30 ms, the distance constraint is
d, as illustrated by the thick arrow in Figure 2. This estimated
geographic distance constraintĝiτ between a landmarkLi

and a target hostτ is derived from the delaydiτ using the
bestline of the landmark as follows:

ĝiτ =
diτ − bi

mi

. (2)

Each landmarkLi localizes a given destinationτ inside a cir-
cle whose radius is the obtained distance constraintĝiτ . The
region formed by the intersection of all these circles from
the set of landmarks is called in CBG theconfidence region.
CBG provides the centroid of this confidence region as the
location estimation for the target host.
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4. GEOHYBRID LOCALIZATION FRAMEWORK

The goal of GeoHybrid are twofold: (i) mitigate the num-
ber of measurements by reducing the number of landmarks
used for geolocating target hosts, and thus enhance scalabil-
ity; (ii ) improve the accuracy of geolocation databases. In
fact, using the single location for a block of IP addresses as
an estimation of the location of its IP addresses leads to sig-
nificant localization errors, whatever the choice made for the
location of the block [22].

4.1. Hybrid geolocation framework

Fig. 3 illustrates the different components of our hybrid ge-
olocation service. The geolocalization framework can be de-
composed as follows :

• A database which contains block of IP addresses (en-
tries). In fact, a database entry is composed of a pair
of values, corresponding to the integer representation
of the minimum and maximum address of a block.
Each block is then associated with several informa-
tions helpful for localization: country code, city, lat-
itude and longitude, and Zip code.

• A given server where is implemented the heuristic
which allows to trigger, if necessary, measurements
from landmarks towards a fixed host.

• Afterwards, if measurement task is needed, the server
delegates the measurements to few landmarks which
are chosen following a fixed rules. It is worth noticing
that the selected landmarks use CBG technique 3 to
localize target hots.

The process of locating a given target with GeoHybrid host
is more explained in Section 5.

4.2. Structure of database used for IP geolocation

According to the GeoHybrid framework, as illustrated in
Fig. 3, when a request arrives for geolocation purposes, the
server should use a database to geolocate the target host.
In the sequel of this paper we restrict our attention to one
commercial database called GeoIP. This database, GeoIP by
Maxmind [16] is used because of its popularity (see [16]
for a listing of some of their customers) and its expected
reliability.

In fact, the Maxmind database is split into two parts as de-
picted in the Table 1:table 1andtable 2. One part contains
the IP prefixes and a location identifier (loc id). The other
part consisted of the representation of the location identifiers
such as country, region, city, zip code and geographic coor-
dinate. Maxmind contains more than 3 millions of block of
IP prefixes. It should be noted that “lon.” and “lat.” means
longitude and latitude respectively in Table 1.

Fig. 3. Hybrid geolocation framework.

Table 1. Database fiels.

table 1
IP prefix loc id

table 2
loc id country region city zip code lat. lon.

Using an exhaustive tabulation as in [7,8,16], we find the IP
block which owns the IP address of the target host. By know-
ing the location of this IP block, one can determine from ta-
ble 2 the geographic location of the target host. It should be
noted that the goal of the exhaustive tabulation is to check
if the IP address has an exact or longest prefix match with
a corresponding geographic location and coordinate. As we
know the coarse grained location of the target host, we can
select the set of landmarksL, following a given criteria, that
should perform measurement task. Otherwise, if the IP target
belongs to any database’s block, we should use all landmarks
available in our measurement infrastructure to estimate the
position of the target.

5. HEURISTIC CHOICE OF LANDMARKS

As shown in the GeoHybrid framework (Fig. 3), the server
implements several heuristics simultaneously for the selec-
tion of probes (landmarks). The core feature of GeoHybrid
is its capability to use only the set of landmarks located at the
vicinity of the IP prefix that owns the target host. It is worth
noticing that the geographic location of the set of landmarks
L is known. After having the geographic location of the IP
prefix that hosts the target, from Maxmind database, we can
estimate the distance between the set of landmarks and the
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Fig. 4. Geographic location of landmarks.

target host. Based on [26], the geographic distance between
each landmarkLi and the target hostτ can be estimated as
follows:

β =

√

(

sin
( lati − latτ

2

)

)2

+ cos(lati) × cos(latτ ) × α

(3)

α =

(

sin
( lonτ − loni

2

)

)2

(4)

ˆdistiτ = 6371 × 2 × arcsin (β) (5)

It should be noted thatlati and loni represent the latitude
and longitude, expressed in radian, of landmarkLi; latτ and
lonτ , also in radian, represent the latitude and longitude of
the target hostτ . Afterwards, the geographic distance (in
km), between landmarkLi and the targetτ is obtained from
equation 5. The value 6371 used in equation 5 represents the
radius of the earth and the product2 × arcsin (β) gives the
geographic distance expressed in radian. It is worth noticing
that in section 6, the distance are expressed in km. For the
target hostτ , we obtained the following distance vector:

Dτ = [ ˆdist1τ , ˆdist2τ , . . . , ˆdistKτ ], (6)

whereK represents the total number of landmarks of|L|, and
ˆdistiτ represents the geographic distance (in km), computed

between the landmarkLi and the targetτ for 1 ≤ i ≤ K.

Assume that we would like to choose onlyn among theK
landmarks which form the set of landmarksL for measure-
ment purposes. The goal of our heuristic is to find then

nearest landmarks towards the target hosts. In other words,
we should find the smallest distanceŝdistiτ , 1 ≤ i ≤ n with
respect to equation 6.

6. EVALUATION

6.1. Datasets

To validate our heuristic, we use two datasets formed by
RIPE hosts [27] and AMP hosts [28]. The experimental
datasets comprise 127 hosts located in United States and Eu-
rope. The main reason for this restriction is that the datasets
we have had correspond to hosts located in these regions.
Unfortunately, datasets that provide the geolocation of the
involved hosts are uncommon. Nevertheless, we indeed be-
lieve that the results we report in this paper are interesting
and promising in spite of being limited to the U.S. and Eu-
rope.

In this paper, we considerMaxMind [16] which is a com-
mercial geolocation database. Maxmind database is formed
by more than 3 millions IP blocks and each block is associ-
ated with several informations helpful for localization: coun-
try code, city, latitude and longitude, and Zip code (Table 1).
Note that block prefixes are between /8 and /32. Neverthe-
less, most of IP block from Maxmind correspond to subnet
smaller than /25.

In our experiments, for geolocating target hosts, we consider
74 PlanetLab [29] nodes as landmarks. Their geographic dis-
tribution is illustrated in Fig. 4. Landmarks performping
measurements towards a given target host to locate it. Each
ping is composed by 10 packets sent by interval of 1 second.
The inter-packet spacing is due to the fact that we do not want
to trigger IDS alarm. Each packet has a size of 1024 Ko.
Only the minimum RTT (Round Trip Time) is considered.
In order to locate target host we use the CBG methodology
described in section 3.

6.2. Results

In this section, we evaluate the impact of the number of
adopted landmarks in the performance of GeoHybrid. Af-
ter inferring the point estimate for each considered target
host, we compute the error distance, which is the difference
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Fig. 5. Error distance as a function of the number of landmarks.

between the estimated position and the real location of the
target hostτ .

Fig. 5 shows different percentile levels of the error distance
of GeoHybrid location estimates as a function of the num-
ber of adopted landmarks. For example, the 90th percentile
curve represents the error distance at which the CDF plot of
mean error distance meets the 0.90 probability mark. The
x-axis is the number of chosen landmarks among all land-
marks, and they-axis is the difference between the estimated
position and the real location of the target host. The number
of landmarks varies between 5 and 60.

Fig. 5(a) illustrates the case where landmarks have been cho-
sen according to their vicinity to the location of the IP block
which hosts the target (i.e. heuristic choice). We remark that
a certain number of landmarks, typically about 20, is needed
to level off the error distance (Fig. 5(a)). Nevertheless, for
curves illustrated the 90th and 75th percentile, we have a
slight rise of the estimation error. Probably, the reason isdue
to the presence of some distortion in our delay measurements
caused by the added landmarks, which are far with respect to
the target hosts. Nevertheless, the general trend observedin
Fig. 5(a) is, more chosen landmarks are the closest towards
the target hosts and more the estimation is better. Indeed,
by considering only the closest 20 landmarks, 50% of target
hosts are located with an error distance lower than 175 km.

Fig. 5(b) illustrates the impact of the number of adopted
landmarks in the performance of GeoHybrid. Note that, the
choice of landmarks is done randomly. We compute the
mean error distance as the average of all error distances cor-
responding to several random sets ofk landmarks chosen out
of the total number of available landmarks (74 landmarks).
Because the number of possible placement combinations
become very large as we increasek, we do not consider all
the possible choices ofk landmarks. Error bars indicate the
99% confidence interval. These results suggest that a certain
number of landmarks, typically about 30, is needed to level
off the mean error distance. Nevertheless, the obtained error
with random approach is upper than the heuristic choice.
Indeed, with 30 landmarks chosen randomly, 50% of target
hosts are localized with an error lower than 400 km. In con-

trast, the heuristic choice has an estimate error lower than
175 km for 50% of target hosts.

By considering a few number of landmarks we reduce the
amount of time needed to localize a target host, and thus the
response time is widely shortened. Furthermore, we mitigate
the number of traffic generated in the network.

7. GEOLOCATION SERVICE FOR GRID
COMPUTING MIDDLEWARE

The integration of geolocation information can be extremely
useful for the optimization of the decision taking process of a
Grid Resource Broker. For instance, the GeoHybrid service
can be used for the improvement of data management among
different Storage Elements: for the selection of the nearest
replica of a given file if multiples copies of it are present in
different storage elements.

7.1. DataGrid overview

The Workload Management System (WMS) is the compo-
nent of the Grid that has the responsibility of managing the
Grid resources, (i.e. in each Sitei (Fig.6)), in such a way
that applications are conveniently, efficiently and effectively
executed. It is formed by the :

• User Interface (UI): it allows a user to interact with
the Grid in order to perform operations such as submit
jobs, control their execution, and retrieve their output.

• Resource Broker (RB): it is the core component of the
WMS. The RB tries to find the best match between
the job requirements and the resources available on
the Grid whose characteristics are retrieved fromIn-
formation System(Fig. 6). The output of the search
is aComputing Elementwhere the job, while running,
has access to all resources specified in the job descrip-
tion, such as data or storage space.

• Logging and Bookkeeping (LB) Service: it is the Grid
service responsible to store and manage logging in-
formation which concerns the WMS itself. Further-
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Fig. 6. A logical view of the Geolocation-based Grid Optimizer.

more, the bookkeeping collects information about ac-
tive jobs, i.e, jobs that are within the WMS. It consists
of the job definition, its status, resource consumption.
In particular from the events stored in the logging and
bookkeeping databases it is possible to reconstruct the
status of a job that was previously submitted to a Re-
source Broker for execution on the Grid. The LB is
located inside the Information System shown in Fig. 6.

• Top-BDII (Information Index): it is a LDAP (Lightweight
Directory Access Protocol) server which collects the
different resources available in the Grid. It is used by
the Resource Broker in order to select resources. It
should be noted that each site can have its own BDII
called Site-BDII. In such case, it collects the available
resources in the site, from the Computing Element,
and shares this information with the Top-BDII. The
Top-BDII is located inside the Information System.

7.2. Optimization scenarios

Fig. 6 illustrates a grid optimization service. Let us assume
that a user wants to send a job to a RB. Firstly, it needs to
access to User Interface; it obtains a timeout of 24 hours for
doing its job (“create proxy”) (see Fig. 6). Note that, this
timeout can be renewed. Afterwards, the User Interface sub-
mits the job to the RB, and then the RB sends a request to a
Replica Catalog(Fig.6) in order to verify if it is possible to
realize this task. In such case, the RB queries theInformation
System, and thus receives a list of candidate worker nodes
often geographically distributed. Note that, this list contains
the best computing element for a given job execution. After-

wards, the RB can send a request to the GeoHybrid server, as
illustrated in Fig. 3, in order the find the geographic location
of the user and the worker nodes. Following the obtained re-
sponses from GeoHybrid, the RB selects the closest worker
node towards the user among the list of candidate worker
nodes. Therefore, according to this heuristic, we mitigatethe
amount of traffic exchanged across the Grid.

8. CONCLUSION

In this paper, we proposed the GeoHybrid framework, a
scalable measurement-based method to estimate the geo-
graphic location of Internet hosts. Relying on geolocation
database and active measurement, GeoHybrid estimates the
geographic location of Internet hosts with lower overhead
by reducing the number of used landmarks. Using active
measurement, GeoHybrid provides also better accuracy with
respect to geolocation databases by improving their geo-
graphic estimation which is coarse grained.

Our experimental results show that the heuristic choice,
where we select only the closest landmarks towards a given
IP block, outperforms the approach where landmarks are
chosen randomly. Indeed, with 30 landmarks chosen ran-
domly, 50% of target hosts are localized with an error lower
than 400 km. In contrast, the heuristic choice has an estimate
error lower than 175 km for 50% of target hosts and typically
about 20 landmarks, is needed to level off the error distance.

The synergy between the areas of grid computing and geo-
graphic location points out the importance of a specific mea-
surement middleware service. Based on GeoHybrid, we im-
prove the selection mechanism of worker nodes from the Re-
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source Broker. Indeed, the candidate worker nodes can be
sorted following their vicinity to the user which sent the job.
Therefore, the amount of traffic generated across the Grid is
minimized.

Our future work consists to implement this middleware in the
Research Education Network which interconnects different
Universities and High schools in Senegal.
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