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Abstract. Routing policies or path inflation can give rise to violations of the
Triangle Inequality with respect to delay (RTTS) in the Internet. In netvaork
ordinate systems, such Triangle Inequality Violations (TIVs) will introdiree
accuracy, as nodes in this particular case could not be embedded yrmueaic
space. In this paper, we consider these TIVs as an inherent andlpatbyperty of
the Internet; rather than trying to remove them, we consider charactetizm
and mitigating their impact on distributed coordinate systems.

In a first step, we study TIVs existing in the Internet, using different icetr
in order to quantify various levels of TIVs’ severity. Our results showt tiath
lengths do have an effect on the impact of these TIVs. In particulastibeter
the link between any two nodes is, the less severe TIVs involved in are.

In a second step, we do leverage our study to reduce the impact ofohl¥sor-
dinate systems. We focus on the particular case of the Vivaldi coordigatem
and we explore how TIVs may impact its accuracy and stability. In particwia
observed correlation between the (in)stability and high effective efroodes’
coordinates with respect to their involvement in TIVs situations. We finalby pr
pose a Two-Tier architecture opposed to a flat structure of Vivalddihatitigate
the effect of TIVs on the distances predictions.

Keywords: Internet Coordinate Systems, Performance, Experimentation, Trian-
gle Inequality Violations.

1 Introduction

As innovative ways are being developed to harvest the enagmotential of Inter-
net infrastructure, a new class of large-scale globalgyritiuted network services and
applications (e.g. [1] [2], etc) have emerged. To achievavokk topology-awareness,
most, if not all, of these overlays rely on the notion of proity, usually defined in
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terms of network delays or round-trip times (RTTs), for ogl neighbor selection dur-
ing overlay construction and maintenance.

However, proximity measurements, based on repeated fiérdistance measure-
ments between nodes, can prove to be very onerous in term&afurement over-
heads. Indeed, the existence of several overlays simolthecan result in significant
bandwidth consumption by proximity measurements (i.eg [gtorms) carried out by
individual overlay nodes [3]. Also, measuring and trackpmgximity within a rapidly
changing group requires high frequency measurements.

To palliate such problems, Internet coordinate systentd ffgve been introduced.
These systems embed latency measurements amongst sahgphesie population into
a metric space and associate a network coordinate vectoogodinate in short) in this
metric space with each node, with a view to enable accuratecheap distance (i.e.
latency) predictions amongst any pair of nodes in the pajona

However, Internet latencies, due to routing policies ohpaflation [6], do some-
times violate the triangle inequalities which must hold imetric space. Such Triangle
Inequality Violations (TIV) could be a major barrier for thecuracy of Internet coor-
dinate systems. Suppose we have a network with 3 nagdBsandC, whered(A, B) is
1ms, d(B, C) is2ms, andd(A, C) is 5 ms, with d(X, Y) denoting the measured delay be-
tweenX andY. The triangle inequality is violated becau&&l, B) + d(B,C) < d(A4, C).
Such violations make coordinates embedding of networladéss less accurate. When
faced with these TIVs, coordinate systems resolve themitmyrfg edges to shrink or to
stretch in the embedding space; this intuitively resultesaillations of the embedded
coordinates, and thus causes large distance predictiorseimdeed, ultimately Internet
coordinate systems are used to estimate distances betwdes, bbased on their coor-
dinates only, even and all the more so if these nodes have arghanged a distance
measurement probe. Both a reasonably stable and an accaatinate should then
be computed.

A few works considered removal (or at least the exclusionthefTriangle Inequal-
ity violator nodes from the system to decrease the embediingrtion [7,8]. However,
we claim that sacrificing even a small fraction of nodes, isarguable since TIVs are
an inherent and natural property of the Internet; rathen tinging to remove them,
we consider characterizing them and mitigating their inbjgexcdistributed coordinate
systems. A recent work [9] proposes also to remove from thefseeighbors, nodes
that underestimate their actual distances to others. Tinades are assumed to be in-
volved in TIVs situations, and need to be removed. This aggrdnowever restricts the
neighborhood selection to the closest nodes, deprivingdloedinate systems from a
desirable property, namely the hybrid selection of neighbo

In this paper, we first study the distributions of TIVs exigtiin the Internet, and
we characterize their severity using different metricse ©hour findings is that longer
edges cause more severe TIVs. That is to say, that congidgrarter paths as measure-
ment samples in coordinate systems would less likely leadvere TIVs. Based on this
insight, we do leverage our study to reduce the impact of Tdisoordinate systems.
To illustrate our results, we focus on the Vivaldi coordeaystem, as a prominent rep-
resentative of purely peer-to-peer (i.e. without infrasture support) based coordinate
systems. We then study the ways in which TIVs impact the \divedordinate system.



We showed that TIVs seriously impact the embedding accuaadycoordinates stabil-
ity. In fact, we observed that nodes that are more involvedl\fs situations are twice
less accurate. These nodes’ coordinates have also been shdwave oscillations of
larger amplitudes. We finally propose a Two-Tier architeztopposed to a flat struc-
ture of Vivaldi, based on the clustering of nodes. Insides¢helusters, nodes compute
coordinates to predict local distances, and keep prediatistances to nodes outside
their clusters based on the original ‘flat Vivaldi'. This taechical approach does mit-
igate the effect of TIVs on the distances predictions, atwhal nodes to embed short
distances with very low relative errors.

2 Analysisof triangleinequalitiesin the Internet

We used the2psim data (1740 nodes) [10] aideridian data (2500 nodes) [11] to
model Internet latency based on real world measuremen¢seTtiata sets are obtained
following the King [12] measurement technique. King is a technique (similgoing)
that estimates the latency between arbitrary end hostsiby uscursive DNS queries.
Based on these delay matrices, we study through differetriaa¢he violations of the
Triangle Inequality, and characterize their severity arsdrithution according to path
lengths.

2.1 Severity metrics

Previous studies [13,6,14] have reported characteristi€t/s in the Internet delay
space by triangulation ratio distribution and the fractadrtriangles that suffer from
TIVs. Let us consider a triangléd BC'. By convention,AB is always the longest edge
of a triangle. Ifd(4, B) > (d(4,C) + d(C, B)), thenABC is called a TIV, because
the triangle inequality is violated. Note that it is enougltonsider the inequality with
respect to the longest edgs3 of the triangle.

In this paper, we propose two basic characterizations ofabeity of TIVs. The
first one is theelative severity and is defined as follows:

o A, B) — (d(4,C) +d(C, B))
" d(A, B)

G, ranges fron0 (minimum severity) tal (maximum severity).

Relative severity is an interesting metric, but it may beuadythat for small trian-
gles, a high relative severity may not be that critical. Hfere we also define a second
metric called thebsolute severity, which is defined as follows:

o _ d(AB) — (d(A,C) +d(C, B))

1)

2
Diameter 2)

Note that we have normalized this metric with respect tolttiemeter of the net-
work, so that it also ranges froth(minimum severity) tol (maximum severity). Note
that Diameter represents the maximal delay between any two points in ttveonle.

In the sequel, we will refer to specific severity thresholdd aelect TIVs whose
severities are above them. We can select all TIVs suchdhat th,., or G, > the,,
or even when both thresholds are exceeded.



2.2 Results

We first define some notations. L&t be the total number of triangles in the two
data sets. For the p2psim data set, we folihet 854, 773, 676, of which105, 329, 511
(representingl2%) are TIVs, whereag{ = 2,598, 842,308 and the percentage of
TIVs is equal t23.5% for Meridian data set. We divide the whole range of RTTs in our
data set (fromd to Diameter) into 160 (resp. 600) equal bins dfns each for p2psim
data (resp. Meridian). The maximum delay between any twe@sga. Diameter) in
p2psim data and Meridian data are respectigsly ms and 3000 ms. Probably, the
large diameter noticed in Meridian data is due to the preseftew outliers within the
data set. Howeover, only.03% of all pair-wise RTT measurements in Meridian data
are above 000 ms.
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Fig. 1. Proportion of TIVs in each bin for various TIV severity levels for p2psiata set.

Let K; be the number of triangles in thith bin. By convention, we say that triangle
ABC'is in bini if its longest edgeA B is in that bin. LetK be the number of TIVs in
theith bin. )

We begin our analysis by showing the proportion of TIVs isteain, namely%,
for different severity thresholds. Figure 1(a) (resp. FégR(a)) only considers relative
TIV severities (agh,, = 0). In Figure 1(b) (resp. Figure 2(a)), we filter out TIVs whose
absolute severity is belowh,,. = 0.025 (resp.th,, = 0.005), which actually means
below 20 ms (resp.15 ms) with respect to our diameter 800 ms for p2psim data
(resp.3000 ms for Meridian). All these curves have basically the same shap/e can
see clearly that large triangles (say abdueé ms) are more likely (severe) TIVs.

Let P; the probability for a triangleA BC, chosen at random in the data set, to be
(a) in the bini and p) to be a (severe) TIV, namely:

K K, K!
P, = i * %R 3)
Obviously, P; is simply the number of TIVs in the bindivided by the total number of
triangles. The distribution of TIVs in p2psim and Meridiaata is depicted on Figure 3
and Figure 4.
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Fig. 2. Proportion of TIVs in each bin for various TIV severity levels for Meritidata set.
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Fig. 3. Distribution of TIVs in p2psim data set for various severity levels.
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Fig. 4. Distribution of TIVs in Meridian data set for various severity levels.

As expected, Figure 3 is less conclusive than Figure 1, kattlitshows that few

severe TIVs are found in small triangles, that is beltW ms. Similar behavior can



be observed in Figure 4 where the edges shorter thams cause slight violations.
Moreover, the TIV severity of edges has an irregular retegiop with their lengths. For
instance, in Figure 4 the TIV severity has a peak for the edgasnd’0 — 100 ms.

This motivates our hierarchical approach to build a coatirsystem. If we create
clusters whose diameters do not exceed too m6éhns, we may expect much fewer
severe TIVs in each cluster, which is likely to improve thewacy of intra-cluster
coordinate systems. However, so far the impact of TIVs orctdwrdinates embedding
remains hypothetical. In the next section, we will quantlis impact on one of the
prominent P2P coordinate systems, namely Vivaldi.

3 Impact of TIVson Vivaldi

Vivaldi [5], the focus of our present study, is based on a &tien of springs,
where the position of the nodes that minimizes the poteatiakgy of the spring also
minimizes the embedding error. It is described in furtheaiein the following section.

3.1 Vivaldi Overview

Vivaldi is fully distributed, requiring no fixed network irdstructure and no distin-
guished nodes. A new node computes its coordinate afterativly latency information
from only a few other nodes. Basically, Vivaldi places a sgrbetween each pair of
nodes(s, j) with a rest length set to the knowRT'T (i, j). An identical Vivaldi proce-
dure runs on every node. Each sample provides informatatrattows a node to update
its coordinate. The algorithm handles high error nodes lgprding weights for each
received sample. The sample used by each noddjased on measurement to a node,
Jj, its coordinates:; and the estimated error reported fiye;. A relative error of this
sample is then computed as follows:

€s = | || Tj — Ty || - RTT(ivj)measu’red | /RTT(iaj)measu'r'ed

The node then computes the sample weight balancing locateandte error w; =
ei/(e; +e;), wheree; is the node’s current (local) error, representing nodenfidence
in its own coordinate. This sample weight is used to updatadaptive timestepj;
defining the fraction of the way the node is allowed to moveaaithe perfect position
for the current samplei; = C. x w;, whereC, is a constant fractior: 1. The node
updates its local coordinates as the following:

T =x; + 51 : (RTT(iaj)measured - H T, — Xy ||) . U(.’L’i - xj)

whereu(z; — x;) is a unit vector giving the direction afs displacement. Finally, it
updates its local error as = e; x w; + e; x (1 — w;). The reader should note that
after convergence of a Vivaldi system, the relative locedevariation is of the order of
a few percent (e.g. +/-0.05).

Vivaldi considers a few possible coordinate spaces thahtfigtter capture the un-
derlying structure of the Internet. Coordinates embeddiag@ into different geometric
spaces, where nodes are computing their coordinates,28g3D or 5D Euclidean
spaces, spherical coordinates, etc.



3.2 Reaults

In this section, we present the results of an extensive sitioul study of the Vivaldi
system. For the simulation scenarios, we used the p2psoretiisevent simulator [10],
which comes with an implementation of the Vivaldi system.

Unless otherwise stated, each Vivaldi node has 32 neigl{berss attached to 32
springs), half of which being chosen to be among the closei¢s The constant frac-
tion C. for the adaptive timestep (see section 3.1) was sét26. These values are
those recommended in [5]. The system was considered gebilvhen all relative er-
rors converged to a value varying by at mosr2 for 10 simulation ticks. We observed
that Vivaldi always converged within 1800 simulation tickghich represents a conver-
gence time of over 8 hours (1 tick is roughly 17 seconds). @sults are obtained for a
2-dimensional euclidean space.

In order to observe the impact of TIVs on Vivaldi nodes, anghamticular on the
embedding performance, we could define the notion of TIVelirement through dif-
ferent considerations. In this paper, we consider a node tadre or less involved into
TIVs according to the number of times it belongs to a TIV. ThaerennodeC' appears
in bad trianglesA; B;C, ¢ # j, the moreC' is considered involved into TIVs situations.
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Fig. 5. Impact of TIV severity on the embedding for p2psim and Meridian data se

In Figure 5(a), considering the p2psim and Meridian datawetplot the Cumu-
lative Distribution Function (CDF) of the average relatereor (AR FE) of the top 100
nodes involved in TIVs. We compare such distribution to tid-®f all nodes’ relative
errors in a flat Vivaldi system. Note that theRE' is computed for each node as the
average prediction errors (aloalj the nodes) yielded by the Vivaldi system at the last
tick of our simulations.

[(RTT(3,5) —||zi —z;1)|
Zj;éiES R;‘T(i,j) :

5] -1
whereS is the set of all nodes in the system.

ARE; =




Figure 5(a) shows that, while for the distribution of errorsall the nodes of the
system, more thaA0% of p2psim nodes (resg0% Meridian nodes) have aARE
less than0.3 (resp.0.5), this percentage falls down to onbp% (resp.20%) when
considering the most involved nodes in TIVs. The coordisatmputation at the level
of these implicated nodes is spoiled out.

It is also worth observing the variation of coordinates ia Yfivaldi system. In fact,
even though the system converges in the sense that theseetators at each node
stabilizes, these errors could be so high that a great i@riaf the coordinate of a
node barely affects the associated error. We can define sicHinates oscillation as
the distance between any two consecutive coordinates. Vvidrage oscillations values
are computed as the average of the oscillations during gté&GD ticks of our Vivaldi
simulation. Figure 5(b) shows the CDF of these averagelasoits, comparing again
the distributions through all nodes and of the top 100 nadesived in TIVs. We clearly
see that the impact of TIVs can be considered as very seridghsnades involved in
more TIV triangles seeing a large increase in their averag#lations values.

In light of these observations on the serious impact of TIvistlee coordinates
embedding and based on our findings related to the distifisitf TIVs in the Internet,
the main intuition behind our proposal of a hierarchicalsture of Vivaldi is to mitigate
the impact of most severe TIVs. In this way, nodes would perfa more accurate
embedding at least in restricted spades fith small distance coverage).

4 Two-Tier Vivaldi

This section is divided into three parts. First, we presenberview of our Two-
Tier architecture. Second, we define the clustering metheéxperimented with and,
finally, we compare the results obtained with our Two-Tievalili to those obtained
with a flat Vivaldi.

41 Overview

Recall from our section 2 that small triangles are less ofsewere) TIVs. Any 3
edges with small RTTs (as observed in section 2) should be ambequate to construct
a metric space without violating too much the Triangle Iradiqy laws. Put simply,
shorter paths are more embeddable than longer paths tlthtdemeate more severe
TIVs with high absolute errors.

In this section, we exploit such property to deal with TIVsexity and their serious
impact on network coordinates, by proposing a Two-Tier Mivapproach. The main
idea is to divide the set of nodes into clusters and to run degandent Vivaldi in each
cluster. Clusters are composed of a set of nodes within agioeerage distance.

Since Vivaldi instances running on each cluster are indéget) nodes are collect-
ing latency information from only a few other neighbors lezhwithin the same cluster.
In this way, coordinates of nodes belonging to differenstdus cannot be used to esti-
mate the RTT between these nodes. We keep then running alMyaitem at a higher
level (i.e. the whole set of nodes) in order to ensure thatdinates computed between
any two nodes belonging to different clusters, 'make sernSebrdinates computed



at the lower (resp. higher) level of clusters are callezhl coordinates (resp.global
coordinates). Next, we describe how we set up the clusters we experirdensii to
illustrate our results on the Two-Tier Vivaldi structure.

4.2 Clustering method

We have first based our clusters recognition on the coormelred observed by run-
ning a flat Vivaldi over the p2psim and Meridian data set. Asady shown by Dabek
et al. [5], 2-D coordinates lead to five major clusters of reofe p2psim data. We took
the three most populated as our main clusters. For Mericidan, @-D coordinates lead
to three major clusters with a set of nodes sparsely dis&ibuNodes that have not
been selected in any cluster would then be considered intbehigher level of the
architecture, using only their global coordinates. Howgetrgs first step in our cluster
selection is only based on the estimated RTTs (as predigt#uetflat Vivaldi) and not
on the actual RTTs between nodes.

In fact, according to their relative errors, some nodes @amisplaced by the flat
Vivaldi and clusters could have their diameters larger thgmected. Our second step
has then consisted in a cross-checking of our preliminangteting using the delay
matrix. We proceed in a recursive way as follows: for any twdes belonging to the
same cluster, the cluster constraint is that the distanivecles these two nodes should
be less than the cluster diameter. We then begin by verifiliig cluster constraint,
testing it on all the pairs of each cluster according to thetual distance provided by
the delay matrix. Afterwards, we remove the top node thaseamore violations of the
constraint.. We then recursively check the cluster constraint until moepairs inside
the cluster violate the cluster constraint. Following ttlissters selection method, we
obtained the clusters described in Figure 6 for p2psim anddiée data set.

NodesDiametet NodesDiameter
Cluster 1 565 | 140 ms Cluster 1 560 | 80 ms
Cluster 2 169 | 100 ms Cluster 2 563 | 80 ms
Cluster3 93 | 60 ms Cluster3 282 | 70 ms

(a) p2psim data (b) Meridian data

Fig. 6. Characteristics of the clusters

4.3 Performance evaluation of the Two-tier Vivaldi

First, we use the relative error as our main performanceaidi. Again, we com-
pute theARFE over all nodes to represent the accuracy of the overall syste

Figures 7(a) and 7(b) represent the CDFs of the relative efrnodes belonging
to our three clusters 6(a). We clearly see that relativereiromputed based on local

! This node is likely to have a high embedding error
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Fig. 7. Comparison of relative errors for p2psim data set: Flat versus Tw/tialdi.

coordinates inside the clusters are much less than errasnaguted using global co-
ordinates (the Flat Vivaldi labeled curves). In clusterd,ifistance, more tha#0% of
nodes predicting their distances inside the cluster, aehi@ average a relative error
less thard.3. When using the flat Vivaldi, over half of the population of et of nodes

in cluster 2, is computing coordinates with drRE more than0.5. Worse cases (for
the flat Vivaldi system) are observed with respect to nodeduster 3, as depicted in
Figure 7(b), where the flat Vivaldi system collapses withyvkeigh effective relative
errors for more thafi0% of the nodes. In the Two-Tier architecture, nodes are glearl
performing much better. We observed the same trend for thé&lMa data. By lack of
space, we do not present the Meridian’s figures here.

It is worth noticing here that cluster 3 is the smallest @ush terms of Diameter.
The observation of the embedding relative errors in thisteluconfirm then our find-
ings related to the effect of edges lengths on the TIVs sgvanid thus on their impact
on the embedding. More generally, improvements insidectilssters is explained by
the fact that intra cluster nodes, when computing theirllogardinates select only close
by nodes as their neighbors. This constraints the nodeighbors edges lengths and
thus reduces the selection of severe TIVs likelihood. Wheroentering severe TIVs
that cause high absolute errors, a node updates its cotedimajumping back and
forth across its actual position. When limited to TIVs of lolsalute severity, a node
converges 'smoothly’ towards an approximation of its corpmsition, then would stick
to such position, and oscillate much less. In essence jrisgainfidence in its local error
faster (see 3.1) and performs more accurate embedding.

Limiting the neighborhood inside the cluster should themitlthe high oscillations
due to long and severe TIVs. In a second step, we then obstrgembordinates’ os-
cillation of nodes belonging to our three clusters. Agaie, onsider the average os-
cillations values as the average oscillations during tee380 ticks of our simulations.
We can observe that the three curves representing the CIDE dfito-Tier architecture
nodes oscillations are those that are the highest in Fig{aeahd Figure 8(b). This
clearly shows that local coordinates of nodes inside owstehs oscillate with less am-
plitude. For instance, in Figure 8(a) more tH&% of the average oscillations are less
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than3ms when nodes are computing local coordinates, whereas 46ffyof nodes in
flat Vivaldi have, their oscillations less than this values ¢an be seen, for Meridian
data (Figure 8(b)), nodes oscillate over large ranges. Mwma50% of nodes in flat
Vivaldi have their oscillations superior toms.

5 Discussionsand Conclusions

We have presented a Two-Tier architecture to mitigate thraohof potential Trian-
gle Inequality Violations, which often occur in the Intetné/e have shown that larger
triangles are more likely (severe) TIVs, with respect todistribution of RTTs in the
Internet. Previous proposals of different coordinate eayst focus on the geometric
properties of the coordinate space and look for which spadhd most convenient
to embed RTTs. Our architecture does not rely on such aplpybatit is instead based
on clustering nodes to mitigate the impact of severe TIVdhiitheir cluster, nodes
use more accurate local coordinates to predict intra-@fudistances, and keep using
global coordinates when predicting longer distances tdsvaoodes belonging to for-
eign clusters. Knowing that coordinate systems are ofted tscharacterize the set of
close by neighbors in an overlay distribution or to seleet¢tosest download server,
our approach thus succeeds where methods based on spaosidmadity or properties
would fail.

Although this paper focused on Vivaldi for measurements exygkrimentations,
the Two-Tier architecture proposed is independent of theeglding protocol used. It
is important to note that the deployment of our Two-Tier #sdiure does not equate
to imposing any changes in the coordinate system process&dndeed, apart from
running two different instantiations at the level of eactstér and at a higher level,
our method does not entail any change to the operations @rttimdding protocols.
Our proposed method would then be general enough to be dgplithe context of
coordinates computed by other Internet coordinate sydtam Yivaldi.



Even though this paper does not address the problem of Ghgstechniques, and
rather uses an oracle-based technique where coordinatesetay matrix are known,
we note that different solutions to such issues have begropeal elsewhere (e.g. [15]).

Finally, we have also quantified the impact of TIVs on the eddieg performance,
considering that a node is involved in a TIV if it is within ad&iangle. However, it
could also be argued that, in different embedding protogblen a set of neighbors, the
most involved node in TIVs is not necessarily affecting it@meighbors measurements
and coordinates. Other TIVs involvement definitions coutdcbnsidered in order to
refine the impact of TIVs on the embedding process. We caims$teince, consider that
a node is involved in a TIV situation if it appears in a badrtgke and it considers the
two other nodes of this bad triangle as its neighbors in tloedinate computation. Such
new knowledge and our findings characterizing the TIVs sgveould be leveraged
to manage the neighbors selection in coordinate systemsiar to alleviate the TIV
severity at the higher-level of our Two-Tier architecture.
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