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Abstract—The explosion of textual data is leading to more 
and more important problems in text mining applications. The 
main feature of these applications is the need to have to search 
non-deterministically within each data item. To take advantage 
of these data, the researchers proposed several solutions called 
term weighting schemes. These ones constitute a fundamental 
problem in the exploitation of textual data. Among which we 
have the methods named Model Space Vector and Semantic, 
which are the two major domains of weighting at term used in 
the information retrieval (IR) and the texts classification (TC). 
However, the aim of this paper is to have an insight of the most 
recent term weighting algorithms.  First, we will try to study 
primary objectives in this domain, and then we look at the 
most recent algorithms. A qualitative analysis of these 
algorithms will be the next steps. Only the term weighting 
methods based on the Vector Space Model (VSM) are 
described here. VSM-based methods are traditional or 
unsupervised methods, feature selection methods, and 
supervised or statistical methods. This paper could serve as a 
reference for a study related to the problems of methods and 
techniques associated with the terms weighting. This will allow 
both researchers and professionals in the domain to offer more 
sophisticated solutions than those existing in the task of 
automatic management of textual information.  

Keywords— Vector space model, classification, text mining, 
term weighting scheme.  

I. INTRODUCTION 

Term weighting is a problem of assignment of weight in 
the most appropriate way to a term in the corpus. It is 
fundamental in the tasks of the information retrieval 
(relevance of the answer of a request), and the texts 
classification (directly affects the precision of the classifier). 
Now , it is a complex process that resort to not only an 
analysis on the relevance of a term TF-IDF [3], LSA [16], 
ESA [17], Word2Vec [18], but also many other procedures 
such as determining the discriminating power of a term in a 
category TF-IGM [9], TF-ICD [20], TF-BCD [7], and the 
features selection to reduce the dimensionality IG [8], MI 
[21], CHI [22]. Term weighting remains an important and 
topical search domain, using a variety of complex 
techniques and combinations. In addition, researchers are 
developing new weighting schemes to improve existing 
ones to obtain better results in queries and texts 
classification algorithms. 

In the literature, the research on term weighting is 
evolving considerably. This is due to the importance of the 

problems addressed. However, existing studies may be 
considered relevant because they address crucial problems in 
term weighting [11]. However, some of these works are 
slightly out of date because the latest studies are not taken 
into account. In addition, their explanations of term 
weighting is limited. For example, they use only on the 
known information of class labels for calculating the global 
factor TF-IDF-ICF [22]. The explanations also ignored some 
information in the corpus, or put emphasis on a specify 
domain of research [14].  These works remain still references 
of the research domain of term weighting. Thus, faced with 
the speed at which textual information is generated, an 
automatic organization of the most novice information is 
needed to better understand the facts.  

In this paper, we will try to explain the limits listed 
above, then set out a solution to the term weighting problem. 
Indeed, this study summarizes the term weighting methods 
based on the vector-space model. We will focus our efforts 
on the most recent but also oldest works of the term 
weighting taking into account the patterns of supervised, 
unsupervised weighting. 

The document is structured as follows: Section II 
explains the principle of the VSM method, limitations and 
alternatives proposed by the researchers. Next, Section III 
describes the unsupervised, feature selection, and supervised 
term weighting schemes in the literature and their 
limitations through qualitative analysis. Finally, Section IV 
concludes our research study. 

II. TEXT REPRESENTATION BY VSM 

VSM is the most popular method in the literature of the 
domain. The space vector model represents a document as a 
vector where the elements of the vector indicate the 
appearance of a word in a document. This translates into a 
high dimensional space. Typically, each distinct character 
string that appears in the document is a dimension. 

The principle of the space vector model considers a 
document di as being a set of terms called vocabulary 
denoted V. Each term t is associated with a unique index. 

Thus, we obtain a vector v, of dimension equal to the size 
of V and an element vi of v constitutes the weight associated 
with the index term tj. The component of v then represents 
the weight of the term tj in the document di. So we have a 
matrix representation  matrix tij where i (row of the matrix) 
designates the number of documents; j (column of the 
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matrix) is number of columns; and the intersection between i 
and j is the weight of term j  in document i.  

The lines and columns are very sparse, a document 
containing a small part of the total set of terms (words) and a 
term (word) being generally present in few documents. Any 
similarity between documents is explained by the presence of 
many common terms (words) between documents, any 
similarity between terms (words) is explained by their 
common presence in a large number of documents. 

The space vector model makes an implicit hypothesis 
called bag-of-words hypothesis [24] that the word order in 
the document is not important. This seems like a great 
hypothesis, since a document must be read in a specific order 
to understand it.  

Although this hypothesis works for many tasks like 
clustering and clustering, it is not a universal solution. 
Because in the search for information and the processing of 
natural language, the order of words is essential. 

Another challenge of using the space vector model is the 
problems related to the terms used. For example, two 
synonyms (different terms but having the same meaning, 
such as "car" and "automobile") are associated with two 
different dimensions (or components) of the vectors that 
represent the documents; if two documents each use one of 
these terms, the comparison of their vectors will not show 
any similarity due to the common meaning of synonyms. 
Another example is a rare term, which corresponds to a 

stylistic particularity of the writing and has little relation to 
the meaning of the documents, will have a high weight TF-
IDF [3] whereas for the comparison of documents or their 
classification TF-ICD [20], it can be considered as "noise". 
We also have the case of homonymies, i.e. used a term in 
several documents but having the same meaning. To provide 
an answer to these shortcomings, semantic analysis or 
indexing has been proposed. These seeks to identify the 
similarities between the occurrences of several terms of a 
corpus [16], or to determine the weight of a term by its 
semantic similarity to a specific TF-SW class [25]. Indeed, 
the Semantic methods [29] did not show better performance 
on statistical schemes.  

Therefore, this study only describes the term weighting 
schemes based on statistical methods otherwise known as 
VSM. They includes two families namely supervised 
schemas which taking into account information known to 
categories, and unsupervised schemas which ignoring. 

III. TERM WEIGHTING METHODS BASED ON VSM TEXT 

REPRESENTATIONI 

In the literature, several solutions have been proposed to 
resolve a term weighting problem. This section addresses 
the limitations of the most recent and most old term 
weighting schemes show in Table I. They are widely used 
for term weighting. We will explore them through some 
examples. 

TABLE I.  THE ELEMENTS OF TERM WEIGHTING SCHEMAS BASED ON VSM. 

Weighting schemas Denomination Description / Variants 

Unsupervised 

Binary               (1) 

Term-Frequency                         (2) 

Term-Frequency-Inverse Document Frequency 
              (3) 

Supervised 

 
Term-Frequency- Relevance of frequency  

            (4) 

Relevance Term Frequency            (5) 

Balanced Distributional Concentration 

           (6) 

Term-Frequency-Inverse Gravity Moment 
          (7) 

Feature selection 

 
Term-Frequency- chi-square or χ2 statistic 

         (8) 
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Term-Frequency- Information Gain 

          (9) 

 
Term-Frequency- Mutual Information 

                                      (10) 

 
Term-Frequency-Odds Ratio 

            (11) 

  
Term-Frequency- Measure Relevance Distinction 

           (12) 

 

and others. 
A. Unsupervised methods 

The first term weighting in the literature are a Boolean 
(or binary), Term Frequency (TF) and Term Frequency-
Inverse Document Frequency (TF-IDF) term weighting 
methods for TC are generally derived from the IR and 
belong to the family of unsupervised term weighting 
schemes. In the literature, various unsupervised weighting 
schemes have been proposed and thus to optimize the 
results. We have focused on the limitations of these 
weighting schemes. These schemes are the most used and 
efficient unsupervised term weighting schemes. We can 
explore the literature, through a simple example.  

L et’s consider the following corpus, denoted d: 

TABLE II.  A SIMPLE EXAMPLE OF CORPUS D 

Id doc Document contain  Class 

d1 “the sky is blue” negative 
d2 “the sun is bright today” positive 
d3 “the sun in the sky is bright” positive 
d4 “we can see the shining sun, the bright sun” positive 

Then, its dictionary is {'blue', 'sky', 'bright', 'sun', 
'today', 'can', 'see', 'shining'}. 

The Boolean Term weighting Method is the first and 
most simple of document representation [1]. In this 
approach, a document is represented as a binary vector. 
See equation (1) in Table I. This method transforms the 
document d into a vector which  elements indicate the 
presence (value equal to 1) or the absence (value equal to 
0) of a term in the document : d = (1,1,0,1,0,1,0,0,1,0). 
This representation is still widely used because of its 
simplicity, its low processing time and its results are not 
bad. It is called "keyword" representation. 

The Boolean term weighting is very limited and 
uninformative, because it ignores information about the 
occurrences of a term in the document that may be 
important for the classification operation, or the length of 
the text. 

By considering the deficiencies in Boolean approach, 
researchers have proposed a new term weighting scheme 
denoted TF (Term Frequency) [2]. That is to say 
weighting a term using the known information about the 

corpus. See equation (2) in Table I. 

In TF term weighting a document is a vector of which 
components correspond to the number of occurrences of 
terms in the document. It informs us about not only the 
presence or the absence of a term like the Boolean method 
but also about the number of time it appears in a 
document. A weight is assigned to each of the terms 
belonging to the document. 

So we have three disadvantages in this method. Firstly, 
the non-support of the interaction between terms which 
translates in an independence of the latter’s. Secondly, the 
syntactic restructuring of the document caused by the fact 
that the model does not keep the order of the words. 
Lastly, TF assigns large weights to the keywords that have 
a low discriminating power. 

Let’s consider the corpus of the Table. II:  

The term frequency (i.e., TF) for "sun" in d4 is 2, 4 in 
the corpus and appears in (d2, d3, d4). So "sun" is a 
keyword with a higher weight but not more important than 
the others for example "blue" which a low weight is more 
discriminating for, which appears only in d1 (identity word 
in d1). To correct for this weight difference, some 
normalizations have been proposed. 

This, we have the frequency normalizations defined 
by:  

                                                                             (13)              
 

to balance the difference of weight between the terms 
frequency and the rate term. Other variants of TF exist in 
the literature such as log(TF+1), which makes it possible 
to minimize the influence of long documents on texts. 

Nevertheless, they have not been up to a definitive 
solution of this deficit. A new weighting metric has been 
proposed to correct this weight difference. 

To minimise this deficience, a global factor is 
combined with TF approach. See equation (3) in Table I. 
Where ft,d  denotes the frequency of term tj in document di 
and N is the total number of documents and Dft,d is the 
number of documents that contains the term t. 
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The weight is composed of two factors: the local factor 
TF (for Term Frequency) metric that calculates the 
number of times a word appears in a document; and the 
global factor IDF (Inverse Document Frequency) term is 
computed as the logarithm of the number of the 
documents in the corpus divided by the number of 
documents that are specific to the term. The basic idea of 
TF-IDF is to determine term weight that are frequent in 
the document (using the TF metric), but   infrequent in the 
corpus (using the IDF metric).  

Let’s consider the corpus of the Table II: 

 The TF for “sun” in d4 is 2 and "blue" is 1 in d1. The 
word “sun” appears in tree documents. Then, the inverse 
document frequency (i.e., IDF) is calculated as log(4/3) = 
0.1249. Thus, the TF-IDF weight is the product of these 
quantities: 2 x 0.1249 = 0.2498 and for “blue” the weight 
is 1 x log(4/1) = 0.602. From the above example, the TF-
IDF weight of a term depends on its relevance in the 
corpus. 

In spite of the successes obtained in the classification 
and extraction of textual data, this method of weighting is 
not the most efficient because it has shortcomings. 

In addition to the first two limits listed in TF method, 
IDF ignores on the one hand the similarity between the 
terms. For example the total number of document in the 
corpora d of Table II is 4, and "sun" appears in 3 
documents (d4, d3, d4) in the same way as "bright ". 

The global factor IDF assigns the same weight to the 
terms "sun" and "bright": IDF (sun) = IDF (bright) =  
log(4/3) = 0.1249, while they are not similar in all 
documents. 

On the other hand, like TF, IDF assigns a high weight 
to the most relevant terms, which seems normal but a 
significant difference of weight is noted. To balance its 
results variants have been proposed. 

The TFC is the frequency normalization defined as 
follow:  

                                               (14) 

normalizes the TF-IDF according to all the terms in 
corpus so as not to favor the longer documents. LTC 
applies the logarithm to TFC to reduce the effects of 
frequency differences.  

The BM25 [8] variant is based on an analysis of the 
behavior of the full elasticity model under different values 
of the global parameters K and k1 which are in general 
unknown, but may be tuned on the basis of evaluation 
data. 

                                                                                  
(15) 

In general, frequency normalization is the most used to 
avoid problems related to text lengths. 

 There may be other variants, which we do not cover 
in this study because they share the same idea of TF-IDF 
and their formats are basically similar to each other. 

 Since the traditional term weighting schemas is not 
fully effective. Several variants of TF-IDF based on 
supervised methods have been proposed in the literature. 
These variants introduce a new statistic and feature 
selection methods to evaluate the discriminating power (or 
relevance) of a term in a class label. 

B. Feature-selection methods 

In taking into account the limitation of the traditional 
term weighting, new approaches called supervised term 
weighting have been proposed [28]. These methods 
weight a term by distributing the knowledge to two 
classes. These information on the distribution shown in 
Table III. This table is named a contingency table. It 
contains the distribution of term tj with respect to class ck  
in the training corpus. 

TABLE III.  THE CONTINGENCE TABLE INFORMATION. 

CLASS           
 
 

TERM 

CK ¯ck 

C1 c2 …. cm 

tj A B 

¯tj C D 

A is the number of documents in ck category that contains 
tj term; B is the number of documents in ¯ck category that 
contains tj term; C is the number of documents in ck 
category that does not contain tj term; D is the number of 
documents in ck category that does not contain tj term. The 
table III informs us that: 
 if a tj term is specific for the ck, then it is a reference 

for this category, its discriminating power A/B is 
important, because the number of documents in A is 
higher for this tj term compared to B; 

 if the A/C ratio is important, then the category ck  
contains more indexing documents than documents 
that do not index it; 

 if a term tj is more relevant for¯ck, this indicates that it 
is a reference term for ¯ck, then the ratio B/A is high 
because the number of document indexing tj is higher 
in ¯ck than the one in ck; 

 if the ratio B/D is important, then the number of 
documents referring to in ¯ck is higher than those not 
indexing tj in ¯ck ; 

 for the ck category, the discriminating power of a tj 
term is determined by (A/B x A/C) quantity. Whereas, 
the product of the B/A and B/C ratio, indicates the 
relevance of a tj term in ¯ck category.  

In general, these supervised methods use the feature 
selection metrics [29] as the global factor. Among them 
the Chi-deux statistic CHI [30], information gain IG [31], 
gain ratio GR [28], correlation coefficient CC [32], mutual 
information MI [33], odds ratio OR [31], and so on. 

The intuition of these approach is if a term is related to 
the ck class, then its relevance is high for this class. 
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Consequently, these methods associate this relevance with 
the traditional scheme TF for term weighting [4]. 

Thus, the χ2 Statistic is combined with the local factor 
TF to take into account the document information and 
class label knowledge in the determination of terms 
weight [34]. This CHI value is defined as follow: 

(16) 

Then TF-CHI weight of term is calculated with the 
help of following equation.  

(17) 

Another metric is the Measure of Relevance and 
Distinction with the AD [5] is the another method of a 
term weighting based on the feature selection approach. It 
is based on the notion of relevance of feature from the 
distribution of terms in the category ck. The more a term 
contributes to the distinction of the category ck, the higher 
its relevance is for ck , and then the weight assigned is 
high. AD of the term tj for the category ck can be defined 
in Table I equation (12).  

In general, these methods calculate the weight of the 
terms by grouping set of class C = {c1, c2… ck} into two 
class ck and its complement ¯ck [8], [13]. Therefore, for 
the multi-class text classification problem, ¯ck is 
considered as an aggregation of several class. See Table 
III.   

However, this leads to a loss of information on the 
distribution of terms in the different categories. In this 
table the terms tj are more numerous in ¯ck because it is a 
combination of several classes. This leads to inappropriate 
weights because D and B are skewed with respect to A 
and C which reflect the exact distributions of ¯tj and ¯ck in 
ck [8].  

Thus, the term weighting methods based on the 
selection of characteristics are not optimal for the problem 
of classification of multi-class texts. Because the 
reflection of the discriminating power of terms belonging 
to ¯ck is false. 

C. Supervised methods  

By considering the deficiencies of TF-IDF and 
features selections schemes, several supervised term 
weighting schemes have been proposed [4]. Otherwise, 
weighting a term by using an information known by the 
classes. 

To avoid bias in D and B for term weighting, an 
approach called the frequency of relevance (RF) is 
proposed in [8]. This approach calculates the 
discriminating power of terms using the ratio of A and C. 
Because these reflect the exact distributions of terms in ck. 
However, like feature selection methods, RF weights a 
term based only on knowledge of the contingency table, 
despite the limitations listed above. So it's a non-optimal 
term weighting method for the multi-class case. 

Thus, taking into account the defiance’s enumerated 
above, new schemes that consider the distribution of the 
term in the different classes are proposed. Let us consider 
equation (6) in Table I, the relevance of a term in the 
category of the value of entropy. More the entropy is high, 
it appears in several categories, and less discriminating it 
is. However, the concentration of the feature is more 
important than its discriminating power is. Conversely, a 
term in the different categories has often-higher entropy. 

With p(tj,,ck)=f(tj,,ck)/f(ck), where f(tj,,ck) denotes the 
frequency of term tj in category ck and f(ck) denotes the 
frequency sum of all terms in category ck. 

Example: in Table II, the term "sky" has an entropy 
more higher than the term "sun", but "sun" has a higher 
discriminating power because it is specific to the category 
"positive". 

In order to overcome the shortcomings of the bi-class 
schemes, Chen and al. propose in table I equation (7), 
Inverse Gravity Moment TF-IGM [9] in order to explore 
both the contribution of terms in the classification and the 
provision of information in corpus. 

Where  
 

                                            (18) 

denotes the igm based global weighting factor of term tj in 
document di and λ ϵ [5, 9] is an adjustable coefficient for 
keeping the relative balance between the global and the 
local factors in the weight of a term. Theis igm(tj) defined 
as follows: 

(19)                            

Where the frequency frj (r=1,2,..,m) usually refers to 
the  class-specific document frequency of the term and fj1 
the maximal frequency of the term of the class m (sort in 
descending order). TF-IGM is a supervised term weighting 
approach. Because the global factor IGM depends only on 
known class information. 

In addition to the schemes listed in Table I, others 
exist in the literature as TF-IDF-ICSDF [34] and others. 

Like all weighting schemes of supervised terms 
discussed in this article, only known information about the 
distribution of terms in the different class categories is 
used to determine the global factor. By ignoring the 
semantic structure of the corpus, information on the 
contribution of terms such as similarity between term and 
between documents is lost in the determination of the 
global weight of terms. 

The global factor of a term must be calculate taking 
into account the labels of the classes and the similarity of 
the terms in the documents that contain them. Because any 
similarity between documents is explained by the presence 
of many common terms between the documents, and any 
similarity between terms is explained by their common 
presence in a large number of documents. 
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IV. CONCLUSION  

In this study, we examined the works on term 
weighting based on the vector space model (VSM). 
Consequently, two objectives were set in this study: the 
primary objective was to study the principle of the 
functioning of the vector-space model and its limits; and 
the secondary objective of qualitative analysis of term 
weighting methods to identify their boundaries. 

The first allowed us to identify the different 
prerequisites for document representation. These 
prerequisites include (1) the construction of space, (2) the 
matrix representation of documents, (3) the hypothesis of 
"bag of words" in machine learning algorithms, (4) the 
limits of model. In addition, we have been able to identify 
the advantages of the VSM representation as well as its 
limitations in the domain of term weighting with the 
semantic methods proposed as an alternative by the 
researchers. 

The second allowed us to explore the literature by 
inspecting for each VSM-based term weighting method its 
operating principle and these limits. Among the studies 
encountered, we have unsupervised schemas [3], 
supervised schemes based on functionality selection [5], 
and statistical methods [20]. The unsupervised schemes 
ignore class labels, whereas those supervised takes them 
into account. Their goal is to improve the performance of 
text classification algorithms. However, features selection 
schemes are limited in the multi-class classification 
(section III B). 

Thus, we can conclude by stating that important 
problems are being addressed in the domain of term 
weighting research. And the proposed solutions are very 
advanced despite some limitations noticed. However, new 
solutions can still be proposed and applied in other 
domain. A number of issues have not been fully addressed 
in this paper. For example the problems related to the 
"semantic gap" i.e. the difference between the 
interpretation that a computer can automatically obtain 
from a text and the meaning of this same text for a human 
(category targeted by the text), the semantic weighting 
methods [15]; [16] [17]; [26], Word2Vec [18]; [19], and 
others. 

Finally, in this study, various term weighting problems 
were discussed. The solutions to these problems have been 
examined namely the advantages and disadvantages. This 
allowed us to offer a new intuition of how a term should 
be weighted. By combining all of these elements and the 
limitations of our study, we hope that this paper will serve 
the domain community in their search for new ideas. 
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