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Abstract 

The feature selection for classification is a very active research field in data mining and 

optimization. Its combinatorial nature requires the development of specific techniques (such 

as filters, wrappers, genetic algorithms, simulated annealing, and so on) or hybrid 

approaches combining several optimization methods. In this context, the support vector 

machine recursive feature elimination (SVM-RFE), is distinguished as one of the most 

effective methods. However, the RFE-SVM algorithm is a greedy method that only hopes to 

find the best possible combination for classification. To overcome this limitation, we propose 

an alternative approach with the aim to combine the RFE-SVM algorithm with local search 

operators based on operational research and artificial intelligence. To assess the 

contributions of our approach, we conducted a series of experiments on datasets from UCI 

Machine Learning Repository. The experimental results which we obtained are very 

promising and show the contribution of the local search on the classification process. The 

main conclusion is that the reuse of features previously removed during the RFE-SVM 

process improves the quality of the final classifier.  
 

Keywords: Classification, Supervised classification, Feature selection, Support Vector 

Machines, Recursive Feature Elimination, Local search operators 
 

1. Introduction 

Feature selection has been an active research area in data mining communities 

because it allows significantly improving the comprehensibility of the resulting 

classifier models [1]. It consists to choose a subset of input variables from a dataset 

with very large of attributes by eliminating features with little or no predictive 

information. For example, cancer microarray data normally contains a small number of 

samples which have a large number of gene expression levels as features. In order to 

extract useful gene information from cancer microarray data and reduce dimensionality, 

several feature selection algorithms were systematically investigated [2, 3].  In the 

literature, three different trends of methods are identified: the filter methods, the 

wrapper methods and the embedded methods [4, 5]. 
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In this paper, we specifically studied the RFE-SVM algorithm [2, 6, 3, 7] which is a 

wrapper method for feature selection method using Support Vector Machines. RFE-

SVM method ranks all the features according to some score function and eliminates one 

or more features with the lowest scores. This process is repeated until the  highest 

classification accuracy is obtained. Due to its  successfully use in selecting informative 

genes for cancer classification, SVM-RFE gained a great popularity and is well known 

as one of the most effective feature selection method [2, 6, 3, 7]. However, the RFE-

SVM is a greedy method that only hopes to find the best possible combination for 

classification. To overcome this limitation, we proposed a new feature selection 

approach which combines the RFE-SVM algorithm with local search. We experiment it 

using Ionosphere, Spam-Base, and Spect Heart Data datasets from UCI repository [8]. 

The experimental results show that the reuse of features previously removed during the 

RFE-SVM process can improve the quality of the final classifier. 

The remainder of this paper is organized as follows. The Section 2 gives the state-of-

the-art in feature selection. In section 3, we review local search, SVM and SVM-RFE-

based feature selection methods. Our proposed approach is presented in section 4. 

Section 5 presents the experiment results. Finally, Section 6 concludes with a 

discussion of the contributions of our proposal and our current research plans. 
 

2. Feature selection: basics and background  

Feature selection techniques have become an apparent need in many applications for 

which datasets with tens or hundreds of thousands of variables are studied [4]. As 

formulated in [4, 9, 10, 11], it is motivated by the following reasons: 

  better predictive performance; 

  computational efficiency from working with fewer inputs; 

  cost savings from having to measure fewer features; 

  and simpler, more intelligible models. 

Several feature selection approaches are proposed in the literature with the aim to 

find the best trade-off between these competitive goals. 

As defined in [4], feature selection, also known as variable selection, feature 

reduction, attribute selection or variable subset selection is a process that selects a 

subset of original features. The optimality of a feature subset is measured by an 

evaluation criterion. As the dimensionality of a domain expands, the number of features 

N increases. Finding an optimal feature subset is usually intractable [4] and many 

problems related to feature selection have been shown to be NP-hard [4, 12]. A typical 

feature selection process consists of four basic steps (shown in 1), namely, subset 

generation, subset evaluation, stopping criterion, and result validation [4, 11]. The main 

step is the subset generation which is a process with two basic issues: 

1. According to the search starting point, we can distinguish three main 

approaches: (i) the forward selection which start with no variables and add them 

one by one, at each step adding the one that decreases the error the most, until 

any further addition does not significantly decrease the error; (ii) the backward 

selection which start with all the variables and remove them one by one, at each 

step removing the one that decreases the error the most, until any further 
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removal increases the error significantly; (iii) the stepwise selection which start 

with both ends and add or remove features simultaneously. 

2. According to the search strategy, we can distinguish the complete search, the 

sequential search and the random search. The complete search guarantees to 

find the optimal result according to the evaluation criterion used, the sequential 

search gives up completeness and thus risks losing optimal subsets, and the 

random search starts with a randomly selected subset and proceeds in two 

different ways. 

During the subset generation, each candidate subset is evaluated and compared with 

the previous best one according to a certain evaluation criterion. If the new subset turns 

out to be better, it replaces the previous best subset. The process of subset generation 

and evaluation is repeated until a given stopping criterion is satisfied. 

Figure 1. Feature Selection Process with Validation 

Subset selection algorithms can be divided into wrapper [4, 13], filter [4, 13] and 

embedded methods [4, 5]. The filter model relies on general characteristics of the data 

to evaluate and select feature subsets without involving any mining algorithm. The 

wrapper model requires one predetermined mining algorithm and uses its performance 

as the evaluation criterion. It searches for features better suited to the mining algorithm 

aiming to improve mining performance, but it also tends to be more computationally 

expensive than the filter model [5, 10]. The embedded model attempts to take advantage 

of the two models by exploiting their different evaluation criteria in different search 

stages [5].  

A broad overview of the different aspects of feature selection can be found in [1, 4, 

13, 2, 9, 10]. 

 

3. Related Research 
 

3.1. SVM 

The Support Vector Machines are a set of supervised learning methods used for 

classification. They belong to a family of generalized linear classifiers.  Their main aim 

is to simultaneously minimize the empirical classification error and maximize the 

geometric margin; hence they are also known as maximum margin classifiers [2, 14, 15, 

16]. The SVM problem can be reduced to find the hyperplane that maximizes the 

distance from it to the nearest examples in each class.  
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Formally, let us consider the following training set  of n examples and p attributes: 

   {(     )              {     }        }  

where ci is either +1 or -1 , indicating the class to which the p-dimensional real 

vector xi belongs.  

Any hyperplane which divides the points having    = 1, from those having    = −1 

can be written as the set of points satisfying: 

(   )                 

where w is normal to the hyperplane,           is the perpendicular distance from the 

hyperplane to the origin, || w || is the Euclidean norm of w and b is a constant. 

Figure 2. SVM-linear (Figure 2a) & SVM-nonlinear (Figure 2b) 

Find the maximum-margin hyperplane can generally be reduced to determine the 

parameters w and b to minimize || w ||. This is a quadratic programming (QP) 

optimization problem which consists to minimize. 

(   )     {‖ ‖   ∑  

 

   (   (  )   )           } 

where C is a parameter to be chosen by the user (a larger C corresponding to 

assigning a higher penalty to errors), ϕ is a mapping function which transform the data 

to some other in order to find a separating hyperplane (Figure 2) and  i, i = 1, .., l are 

slack variables which verify the following constraints: 

(   )                                   

(   )                                   

(   )                   
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The equation 3.2 can be rewritten to a Lagrangian function and derive its dual form 

as: 

             {∑  

 

 
 

 
∑   

   

    
 

 
 (     )              

  }  

where    are Lagrangian multipliers. The multipliers can be calculated by exploiting 

quadratic programming techniques or faster heuristic algorithms. After they are calculated, 

we can determine model parameters w and b by using the fact that  (     )  (  )  (  )  
where K is a kernel function. With all the multipliers and the parameters w and b, a new 

example can be classified by investigating which side of the hyperplane it resides. More 

formally, this consists in using the following decision function: 

              ( )      ⌈∑     (    )    

 

⌉ 

3.2. RFE-SVM 

The well-studied RFE-SVM algorithm [2, 6, 3, 7] is a wrapper feature selection method 

which generates the ranking of features using backward feature elimination. It was originally 

proposed to perform gene selection for cancer classification [2]. Its basic idea is to eliminate 

redundant genes and yields better and more compact gene subsets. The features are eliminated 

according to a criterion related to their support to the discrimination function, and the SVM 

[15] is re-trained at each step. RFE-SVM is a weight-based method; at each step, the 

coefficients of the weight vector of a linear SVM are used as the feature ranking criterion. 

The RFE-SVM algorithm [2] can be broken into four steps:  

1. Train an SVM on the training set; 

2. Order features using the weights of the resulting classifier; 

3. Eliminate features with the smallest weight; 

4. Repeat the process with the training set restricted to the remaining features. 

 

3.3. Local Search Techniques 

In these last decades, local search has grown from a simple heuristic idea into a mature 

field of research in combinatorial optimization that is attracting ever-increasing attention [13, 

14]. It remains the method of choice for NP-hard problems as it provides an efficient 

approach for obtaining better solutions. Its procedure consists to iteratively examine a set of 

solutions in the neighborhood of the current solution in order to find the best to replace it. 

According to Hernandez et al. [14], two components characterize the behavior of a local 

search procedure: 

1. An evaluation function. If s is a solution candidate, its quality is assessed using an 

evaluation function f (e.g. SVM classifier, etc.). Two criteria are used in this 

evaluation. The first one is the ability of s to obtain a good classification with A, a 

subset of attributes and the maximum margin (M) given by the SVM classifier. Given 

two candidate solutions s and s0, f(s) is better than f(s0), denoted by f(s) > f(s0), if it 

has the best classification accuracy. If the classification accuracy is the same one, the 

maximum margins are used to compare them [14]. 
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2. A neighborhood function. As studied in [13, 14], in local search algorithm, applying a 

move operator mv to a candidate solution s leads to a new solution s0, denoted by s0 = 

s  mv. Let (s) be the set of all possible moves which can be applied to s, then the 

neighborhood NH(s) of s is defined by NH(s) = {s  mv | s     (s)}. In [14], the 

move is based on the drop/add operation which removes a gene    from the solution s 

and add another gene   . 

 

4. Our Approach 

4.1. Problem Definition  

We can formalize our problem as follows: Let X be the training set, R the set of attributes removed 

from X by RFE process and s the subset returned by RFE-SVM algorithm. Due to the fact that s is not 

necessarily an optimal solution because RFE-SVM is greedy, our approach consists to find the best 

improving neighboring solution     ( ) such that SVM (s0) > SVM(s) and      ( ), SVM (s0)

SVM(s’’). Notice that N(s) represents the neighborhood of s. To achieve that, we specially used the Bit-

Flip and the Attribute-Flip local search operators that we presented in the section 4.2. The basic idea of 

our approach is to give a second chance to the removed attributes. 

4.2. Local Search Tools 

Local search procedure is a search method that iteratively examines a set of solutions in the 

neighborhood of the current solution and replaces it with better neighbor if one exists. 

In this paper, we devise effective LS procedures inspired from successfully search 

techniques adapted to the FS. The following paragraphs detail the neighborhood structures 

that will be deployed within the local search procedures. They will be, also, discussed in the 

context of FS search space exploration. 

 

4.2.1. Bit-Flip (BF) Local Search explores neighboring solutions by adding or removing one 

feature at a time. For solutions encoded with binary strings this operator inverts one bit value 

for each neighbor. In comparison to the sequential search procedures, the generated 

neighborhood covers both solutions explored in SFS (see eq. 4.9) and SBE (see eq. 4.10) The 

Bit-Flip operator (NHBF) neighborhood is illustrated by the equation 4.8. 

                 ( )  {       ( )     ( )} 

Where 

                ( )  {      {  }           } 

                ( )  {      {  }       } 

The problem of nesting effect encountered with both sequential forward and 

backward procedures is alleviated by the merge of the neighborhoods explored by both 

procedures. 
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4.2.2 Attribute-Flip (AF) Local Search constructs neighborhood using permutation 

between selected and non-selected features (see eq. 4.11). All combinations are 

considered. Two properties characterize the resulting neighborhood: (i) the hamming 

distance is equal to 2; (ii) the operator preserves the feature subset  size. 

                  {      {  }  {  }            } 

The two operators explore different regions of the current solution neighborhood. There is 

no overlapping region (    ( )      ( )   ) and the second neighborhood structure is 

much larger than the first which would require more computational time. 

4.3. Our Algorithm  

We propose a feature selection approach based on RFE-SVM algorithm. Our algorithm can 

be broken into two steps (see Figure 3):  (1) The initialization step which gives an initial 

solution obtained by applying RFE-SVM algorithm [2].  (2) In the second step, we introduce 

local search procedure [13] in order to improve the quality of the initial solution. This is 

justified by the fact that the RFE-SVM algorithm does not necessarily return an optimal 

solution due to its greedy nature. 

The Algorithm 1 represents the local search (LS) procedure that we use. 

5. Empirical Study 

The experiment was conducted with dual core 2.20 GHz with 4.00 Go of memory on 

windows platform, and we implemented the algorithm using Weka [17] which is a 

widely used data mining toolkit. To demonstrate real practicality of our approach, we 

ran experiments on the following datasets from UCI repository [8]: Ionosphere, the 

SpamBase and the SPECTF Heart datasets: 

  Ionosphere which contains 351 instances and 34 attributes. We use 50% of 

records as the training data and the other 50% as the testing data;  

  SpamBase which initially contains 4601 instances and 57 attributes. We use 

512 records as training data and the remainder of records as the test data; 

  SPECTF Heart which is divided into training data (80 instances) and testing 

data (187 instances).  

For each dataset, we use the training data to build the classifier, and then use the 

testing data to measure how accurate this classifier can predict the class labels. 

The percentage of the correct predictions is the accuracy value. The Table 1 

highlights the differences between our algorithm and RFE-SVM under two metrics: the 

accuracy and the number of attributes of the selected subset. In Table 1 we observe the 

contribution of the local search on the RFE-SVM process. 
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Table 1. Comparison between RFE-SVM and our Approach 

Datasets RFE –SVM RFE −SVM +BF RFE −SVM +AT 

Ionosphere N = 5, P = 85.714% N = 6, P = 85.714% N = 5, P = 86.286% 

SpamBase N = 39, P=89.606% N = 38, P=89.729% N = 39, P=89.704% 

Spect Heart Data N = 5, P = 71.123% N = 6, P = 72.727% N = 5, P = 73.262% 

The Table 1 shows clearly that the reuse of features previously removed during the RFE-

SVM process improves the quality of the final classifier. 

As you can see from the three used datasets, our algorithm returns a prediction rate which 

is better than that returned by the basic RFE-SVM algorithm. For example, on the Ionosphere 

dataset, we note that our algorithm returns a subset containing only 5 attributes with a 

prediction rate of 86.29%, while RFE-SVM algorithm returns a subset of 5 attributes with a 

prediction rate of 85.71%. On the dataset SpamBase, we note that our algorithm provides 

better results, because both the size of the returned subset and the classification accuracy are 

better than those obtained with the basic RFE-SVM algorithm. 

Finally, the results of the third dataset used in our experiment highlight that our feature 

selection algorithm for supervised classification has a prediction rate higher than that obtained 

with the basic RFE-SVM algorithm.  

Algorithm 1 Iterative Local Search procedure 

Input: 
S: Solution returned by RFE-SVM 

S’: Feature set removed by RFE-SVM 

Cla: the classifier 

Output: 
Slocal : result of local search 

Begin 

S1   S, Sbest   S1 

Stop   false 

Repeat 

Sollist   NH(S1, S’) 

Sol  Sollist, Evaluate(Sol,Cla) 

S1   getBest(Sollist) 

If S1.fitness  Sbest.fitness then 

Sbest   S1 

Else 

Stop   true 

End if 

Until (Stop   true) 

Slocal   Sbest 

Return (Slocal) 

End 
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Figure 3. RFE-SVM Algorithm based Local Search Procedure 

6. Conclusion and Future Works 

In this work, we proposed a modified RFE-SVM-based feature selection method for 

classification problem. It aims to combine the RFE-SVM algorithm with local search 

operators in order to improve the quality of the final classifier. From the empirical 

results, we found that the reuse of features previously removed during the RFE-SVM 

process can improve the RFE-SVM classifier. In the future, we plan to run experiments 

on datasets with very large number of attributes. 
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