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Abstract—With the advent of Internet, people actively express 
their opinions about products, services, events, political parties 
and other one in social media, blogs, and website comments. The 
amount of research work on sentiment analysis is growing 
explosively. However, the majority of research efforts are devoted 
to English language data, while a great share of information is 
available in other languages. It is a challenging task to identify 
sentiment polarity of reviews written in both Wolof and French 
languages because theirs spelling are usually incorrect or non-
uniform. In this paper, we propose a novel framework that 
contains (i) an extended French lexicon [1] with a new words and 
expressions currently used in both languages; and (ii) a sentiment 
scoring algorithm that uses string (word) similarity algorithm to 
address the spelling problem. Our algorithm classifies reviews as 
positive or negative based on the polarity of the words or 
expressions. Our experimental results on a real corpus 
demonstrated the effectiveness of our proposal.  

Keywords—component, Natural language Processing (NLP); 
Text Mining (TM); Opinion mining (OM); Sentiment Analysis (SA); 
Lexicons; Similarity  

I. INTRODUCTION 

In recent years, sentiment analysis (including 
subjective/objective analysis, polarity identification, opinion 
extraction, etc.) has drawn much attention in the NLP field [2]. 
Sentiment analysis aims to associate a given text with a polarity 
orientation (positive, negative or neutral). It is intensively used 
in many applications, such as reputation management, product 
reviews, political debates, and so on. From political reviews for 
example, people ‘opinions can be used to predict the election 
results for political parties or candidates. In Senegalese context, 
two languages are mainly used or both combined to comment 
political posts or posts in other fields. 

Unfortunately, the most of the research in sentiment 
analysis relate to English language for which various resources 
are available such as polarity lexicons, Naturel Language 
Processing (NLP) and so on. Only few reliable resources are 
available for French sentiment analysis but not in Wolof which 
is a nominal language with a complex verbal system [3]. The 

main challenge for cross-lingual sentiment analysis is the 
vocabulary gap between the source language and the target 
language. This problem is addressed with different approaches 
in the literature [2], such as using translation tools to translate 
the corpus source directly into target language.  This is not 
possible with Wolof language because it does not exist a 
reliable resource “translator” to make the parallel between 
French and Wolof. For this reason, we propose a new 
framework which contains (i) a cross-lingual lexical which 
simultaneous contains words or expressions frequently used in 
both languages and (ii) a new polarity score algorithm based on 
string (word) similarity calculation to address the spelling 
problem.  

We conducted experiments on real corpus that we generated 
from political posts on a very popular website. The 
experimental results show the effectiveness of our proposition 
which gives a very good predictive accuracy in opinions 
mining. 

The rest of this paper is organized as follows: Section 2 
introduces related work. The proposed approach is described in 
detail in Section 3. Section 4 shows the experimental results. 
Finally, we conclude this paper in Section 5. 

II. RELATED WORKS 

Polarity identification can be performed on word level, 
sentence level or document level. Related work for word-level 
polarity identification includes in [5], sentence-level polarity 
identification in [6], and document-level polarity identification 
with [7]. There are two main approaches, i.e., the supervised 
learning [11] approach and the lexicon-based approach [12]. 
The recent work in the area showed that supervised approaches 
tend to overcome unsupervised ones [13] and [14], the latter 
have the advantage of avoiding the hard-working step of 
labeling training data. Only the last is discussed in this section. 

The lexicon-based approach can avoid some of the issues 
[8], and has been shown to perform quite well in a large number 
of domains. Such methods are typically unsupervised. They use 
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a sentiment lexicon (which contains a list of sentiment words, 
phrases, and idioms), composite expressions and rules of 
opinions [9], and (possibly) the sentence parse tree to determine 
the sentiment orientation on each aspect in a sentence. 

By now, it should be quite clear that words and phrases that 
convey positive or negative sentiments are instrumental for 
sentiment analysis. In the research literature, sentiment words 
are also called opinion words, polar words, or opinion-bearing 
words. Positive sentiment words are used to express some 
desired states or qualities while negative sentiment words are 
used to express some undesired states or qualities. Collectively, 
they are called sentiment lexicon (or opinion lexicon). For easy 
presentation, from now on when we say sentiment words, we 
mean both individual words and phrases.  

Researchers have proposed many approaches to compile 
sentiment words. Three main approaches are: manual approach, 
dictionary-based approach, and corpus-based approach. 

A. Manual approach 

The manual approach is labor intensive and time 
consuming, and is thus not usually used alone but combined 
with automated approaches as the final check, because 
automated methods make mistakes. Below, we discuss the two 
automated approaches. 

B. Dictionary-based approach 

Using a dictionary to compile sentiment words is an obvious 
approach because most dictionaries list synonyms and antonyms 
for each word (WordNet; Miller et al. 1990). Thus, a simple 
technique in this approach is to use a few seed sentiment words 
to bootstrap based on the synonym and antonym structure of a 
dictionary. To perform a sentiment analysis on synonyms-based 
several dictionary are available in WordNet: 

SentiWordNet: SentiWordNet [15] is a lexical resource 
devised to support Sentiment Analysis applications. It provides 
an annotation based on three numerical sentiment scores 
(positivity, negativity, neutrality) for each WordNet synset [16]. 
Clearly, given that this lexical resource provides a synset-based 
sentiment representation, different senses of the same word may 
have different sentiment scores. In this case, SentiWordNet 
needs to be coupled with a Word Sense Disambiguation (WSD) 
to identify the most promising meaning [17]. 

WordNet-Affect: WordNet-Affect [18] is a linguistic 
resource for a lexical representation of affective knowledge. It is 
an extension of WordNet which labels affective-related synsets 
with affective concepts defined as A-Labels (e.g. the term 
euphoria is labeled with the concept positive-emotion, the noun 
illness is labeled with physical state, and so on). The mapping is 
performed on the ground of a domain-independent hierarchy of 
affective labels automatically built relying on WordNet 
relationships. 

SenticNet: SenticNet [19] is a lexical resource for concept-
level sentiment analysis. It relyies on the Sentic Computing [20], 
a novel multi-disciplinary paradigm for Sentiment Anaylsis. 
Differently from the previously mentioned resources, SenticNet 
is able to associate polarity and affective information also to 
complex concepts such as accomplishing goal, celebrate special 

occasion and so on. At present, SenticNet provides sentiment 
scores (in a range between -1 and +1) for 14,000 common sense 
concepts. 

MPQA: MPQA Subjectivity Lexicon [22] provides a lexicon 
of 8,222 terms (labeled as subjective expressions), gathered 
from several sources. This lexicon contains a list of words, along 
with their POS-tagging, labeled with polarity (positive, 
negative, neutral) and intensity (strong, weak). 

The most popular positive and negative words lexicon that 
can help to perform sentiment analysis were described: Liu and 
Hu opinion lexicon [36}, SentiWordNet[15], SentiWords [37], 
AFINN [38], WordStat Sentiment Dictionary [39], SenticNet 
[19], the Affective Norms for English Words [40], the Whissell 
Dictionary of Affect in Language [41], Pattern [42], Linguistic 
Inquiry and Word Count [43], the MPQA Subjectivity Lexicon 
[22]. 

In [21], a comparative study is performed of the above-
described lexical resources in the task of sentiment classification 
of microblog posts. MPQA and SentiWordNet emerged as the 
best performing lexical resources on those data despite of results 
controversial. The methods such as antonym-based [23], 
WordNet distance-based method [24], Markov random method 
[25], pointwise mutual information (PMI) [26], and others are 
studies in the literature. 

In summary, we note that the advantage of using a 
dictionary-based approach is that one can easily and quickly find 
a large number of sentiment words with their orientations. The 
main disadvantage is that the sentiment orientations of words 
collected this way are general or domain and context 
independent. In other words, it is hard to use the dictionary-
based approach to find domain or context dependent orientations 
of sentiment words. 

C. Corpus-based approach 

The corpus-based approach has been applied to two main 
scenarios: (1) given a seed list of known (often general-purpose) 
sentiment words, discover other sentiment words and their 
orientations from a domain corpus; and (2) adapt a general-
purpose sentiment lexicon to a new one using a domain corpus 
for sentiment analysis applications in the domain. 

However, the issue is more complicated than just building a 
domain specific sentiment lexicon because in the same domain 
the same word can be positive in one context but negative in 
another. In this part, we discuss some of the existing works that 
tried to deal with these problems. 

The first works [27] consider corpus and some seed adjective 
sentiment words to find additional sentiment adjectives in the 
corpus. Their technique exploited a set of linguistic rules or 
conventions on connectives to identify more adjective sentiment 
words and their orientations from the corpus. They use the 
conjunction rules, which says that conjoined adjectives usually 
have the same orientation. This idea is called sentiment 
consistency. 

Introducing the concepts of intra-sentential and inter-
sentential sentiment consistency [28], which they call 
coherency. The intra-sentential consistency is similar to the idea 
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above. Inter-sentential consistency simply applies the idea to 
neighboring sentences. That is, the same sentiment orientation 
is usually expressed in consecutive sentences. Sentiment 
changes are indicated by adversative expressions such as but and 
however. 

Although finding domain-specific sentiment words and their 
orientations are useful, it is insufficient in practice. Many words 
in the same domain can have different orientations in different 
contexts [8]. They then proposed to use the pair (aspect, 
sentiment_word) as an opinion context, e.g., (“battery life”, 
“long”). Their method thus determines sentiment words and 
their orientations together with the aspects that they modify. In 
determining whether a pair is positive or negative, the above 
intra-sentential and inter-sentential sentiment consistency rules 
about connectives are still applied. Other works adopted the 
same context definition such as comparative sentences [30]; 
syntactic patterns-based pairs of adjectives quantifiers [29], and 
others. 

A connotation lexicon problem is studied in [31]. It concerns 
words that are often associated with a specific polarity of 
sentiment. A graph-based method based on mutual 
reinforcement was proposed to solve the problem [32]. 

Research work focusing on French sentiment analysis 
includes [4], [33], [34], [35], and others. Such work represents 
the extension of the Lexicon-based methods for French 
sentiment analysis. The related work [4], explores cross-lingual 
projections to generate emotion and polarity analysis resources 
in French by leveraging on the tools and resources available in 
English. They have investigated a lexicon-based approach based 
on the semi-automatic translation and expansion to synonyms of 
the English NRC Word Emotion Association Lexicon (NRC-
EmoLex). Another study [35] based on SentiAIL multilingual 
lexicon-based software tools for Indonesian and French 
sentiment analysis. In this study, we focus on unsupervised 
sentiment polarity identification and we only investigate the 
lexicon-based approach in the experiments. 

III. PRESENTATION OF FWLSA-SCORE 

A. Overview  

In this section, we present the technical means used to 
implement our French and Wolof cross-lingual processing 
chain. Generally, the comment is written in French and also in 
Wolof, under a spelling often incorrect (not in conformity with 
the French lexicon). Thus, deducing the polarity (negative 
opinion, positive opinion or neutral opinion) associated with 
each comment is a challenge. 

In Fig 1. we describe our framework which is mainly based 
on: 

 A lexicon that we manually created by associating at 
least 15,000 words or groups of words, either positive or 
negative. We derive it from the lexicon FEEL [4]. 

 A weighting algorithm whose basic idea consists of 
associating a +1 score with the positive word and -1 with 
the negative word. For an expression (group of words) 
with a positive polarity the score will be + length 

(expression), when length () represents the size of the 
expression (i.e. the number of words that compose it). 
Respectively, the score will be -length (expression) for 
an expression with a negative polarity. 

We considered a set of words that we call 
DiscriminantWord. A word belongs to this category if it is 
discriminant, in other words its presence in a comment makes it 
possible to directly deduce the polarity of the comment. Table 1 
gives an excerpt from the DiscriminantWord List. 

 

Fig. 1. Framwork of our approach 

In this approach, the words similarity distance is used to 
minimize the spelling errors of words. It is desirable to have a 
single value to represents the similarity of a given word and this 
value must be range in [0,1]. Thus, the more similar the two 
words are, the more their similarity measure tends to 1, and the 
more they differ the more it tends to 0. This value is defined as 
follows:  

  

                                                                                    (1) 

The sentiment score of the word S1(i) is weighted by the 
degree of similarity Sim(s1(i), s2(j)) between the word S1(i) 
received as input (words of reviews) and that S2(j)  compiled in 
the lexicon. 

B. Description  

Due to the complexity of natural languages and words used 
by internauts to express their opinions, we consider a review 
denoted rev, as a set of sentences. These sentences obtaine by 
splitting the revview in several sub-reviews rev1, rev2,…,revn  
denoted sub-rev using punctuations and the syntaxic structure 
(French and Wolof) of the review as a delimiter. Whenever a 
punctuation character or syntax is found in rev, a new sub-rev is 
built. The polarity of rev denoted srev is the sum of the polarities 
s1

sub-rev,…,si
sub-rev,…sn

sub-rev des sub-rev which compose it. With 
si

sub-rev the polarity of sub-rev in rev. It depends (si
sub-rev) on the 

sentimental score score(wj) of each word or French-Wolof 
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expression it contains. Score(wj) can be considered as a score 
function that classifies a word or expression according to their 
polarity orientation. It is a dichotomy function which is equal to 
+1 if the word is positive and -1 if it is negative. In which case 
the score will be calculated as follows: 

                                                                                (2) 

when  length(wj) represents the size of the expression (i.e. the 
number of words that compose it). 

Thus, based on the Senegalese commenting habits, when a 
negation is found in a review, we only consider the polarity of 
the set of words after the negation word. When a sub-review 
contains an idioms or emoticons, its polarity is considered as 
the polarity of all the review. 

Let srev be sentiment (polarity) of the review rev, we 
calculated it as follows: 

 

                                                             (3) 

Where si
sub-rev, the polarity of the sub-rev i, is obtained with 

Equation (3):   

                                                                                             (4)                                                             

Where score(wj) is the polarity of the words or Wolof-
French expression containing in the sub-rev. 

The similarity between words lexicon and sub-rev words 
have introducing to manage the wrong writing in French and 
Wolof reviews. Thus, score(wj) is weighted through the 
similarity Sim(s1(i), s2(j)) between two words describe in section 
3.1. 

                                                                                          (5)  

IV. EXPERIMENTAL EVALUATION 

In this section, we evaluated the effectiveness of our lexicon-
based framework for polarity classification using local social 
media posts as the corpus. Our algorithm is implemented in 
Java, and we specifically evaluated its accuracy. 

Lexicon resource: Here, we presented the lexicon used in 
our framework. It is mainly derived from FEEL lexicon [31] in 
which more than 85% of terms are words and almost 15% are 
expressions (compound terms). Among the expression terms, 
initially 9 % are composed of two words and 5 % are composed 
of three words. We added a list of common French idioms that 
are all negative polarity. We list them in Table I. We have also 
added nearly 1000 words, emoticons and expressions commonly 
used by Senegalese. 

TABLE I.  FRENCH IDIOMS  

Liste des Idiomes 
non plus 

pas du tout 
pas plus que 
pas encore 

absolument pas 
même pas 

pas maintenant 
non seulement 
pas seulement 

ni l'un ni l'autre 
n'a jamais 

n'a pas 
ne pas 

mais seulement 
rien de nouveau 

plus jamais 
jamais dans ma vie 

ni elle non plus 
nulle part 
à peine 

meme pas 
ne plus 

ne jamais 
              

Dataset and Experimental Design: in experiments, we 
used as a dataset the reviews on Seneweb. Seneweb is a web 
portal with content mainly geared to the Senegalese community 
in both Senegal and around the world. It can reach more than 
7000 connected instant (or 54.2% of users users in Senegal, 
14.1% in France, 8.4% in United States, 4.8% in Italy and 3.1% 
in Canada, etc.) according to Alexa (Amazon comparison 
tool). Our dataset contains 200 reviews.  

Evaluation methodology: to evaluate the efficiency of our 
approach, we use precision as an indicator. Precision is the 
proportion of reviews correctly classified among those classified 
by our approach in the positive or negative class. It measures the 
ability of FWLSA-score to classify a review in a correct class.  

 

Where  is the number of reviews ranked well in the category 
i, is the number of misclassified reviews in category i and i 
is either the class of positive sentiment or negative sentiment.  

Results: in order to better evaluate FWLSA-score, a 
comparison between human judgment and polarity predicted by 
FWLSA-score. In Fig. 2, we have colored the positive words in 
green, the negative words in purple and the discriminant words 
in red.   

 

score(wj) = + length (wj)   if wj is positive 

score(wj) = - length(wj)  if wj is negative 
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Fig 2. Example of some sentiment prediction of FWLSA-score 

The result of comparison between the sentiment predicted by 
FWLSA-score and human judgment is presented in Table II and 
Table III. 

TABLE II.  CONFUSION MATRIX.  

Human 

Approach  
Positive Negative 

Positive 119 18 

Negative 3 60 

From confusion matrix, we calculated the precision. 

TABLE III.  PRECISION OF EACH CLASS AND THE AVERAGE.  

              Human 

FWLSA-score  
Positive Negative Average  

Precision 0,8686 0,9523 0.9105 

Discussion of the results: This results show  the 
effectiveness of FWLSA-score. It predicts with a good precision 
the review’ sentiment. We note that it better predicts the 
negative polarity. 

V. CONCLUSIONS 

 

In this paper, we presented a lexicon-based approach for 
Sentiment Analysis from French and Wolof reviews, we called 
FWLSA-score. The experimental results show the effectiveness 

of FWLSA-score which gives a very good predictive accuracy 
in opinions mining. 

In future work, we plan to introduce word-sense 
disambiguation notion to make our framework semantics-aware. 
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